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A detailed study is presented of the expected performance of the
ATLAS detector. The reconstruction of tracks, leptons, photons,
missing energy and jets is investigated, together with the performance
of b-tagging and the trigger. The physics potential for a variety of
interesting physics processes, within the Standard Model and beyond, is
examined. The study comprises a series of notes based on simulations
of the detector and physics processes, with particular emphasis given to
the data expected from the first years of operation of the LHC at CERN.






Display of a high-pr H — ZZ* — eep it decay (mg = 130 GeV), after full simulation and reconstruction in the
ATLAS detector. The four leptons and the recoiling jet with Ey = 135 GeV are clearly visible. Hits in the Inner
Detector are shown in green for the four reconstructed leptons, both for the precision tracker (pixel and silicon
micro-strip detectors) at the inner radii and for the transition radiation tracker at the outer radii. The other tracks
reconstructed with pr > 0.5 GeV in the Inner Detector are shown in blue. The two electrons are depicted as
reconstructed tracks in yellow and their energy deposits in each layer of the electromagnetic LAr calorimeter
are shown in red. The two muons are shown as combined reconstructed tracks in orange, with the hit strips in
the resistive-plate chambers and the hit drift tubes in the monitored drift-tube chambers visible as white lines
in the barrel muon stations. The energy deposits from the muons in the barrel tile calorimeter can also be seen
in purple.
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Preface

The Large Hadron Collider (LHC) at CERN promises a major step forward in the understanding of
the fundamental nature of matter. The ATLAS experiment is a general-purpose detector for the LHC,
whose design was guided by the need to accommodate the wide spectrum of possible physics signatures.
The major remit of the ATLAS experiment is the exploration of the TeV mass scale where ground-
breaking discoveries are expected. In the focus are the investigation of the electroweak symmetry break-
ing and linked to this the search for the Higgs boson as well as the search for Physics beyond the Standard
Model.

In this report a detailed examination of the expected performance of the ATLAS detector is provided,
with a major aim being to investigate the experimental sensitivity to a wide range of measurements and
potential observations of new physical processes. An earlier summary of the expected capabilities of
ATLAS was compiled in 1999 [1]. A survey of physics capabilities of the CMS detector was published
in [2].

The design of the ATLAS detector has now been finalised, and its construction and installation have
been completed [3]. An extensive test-beam programme was undertaken. Furthermore, the simulation
and reconstruction software code and frameworks have been completely rewritten. Revisions incorpo-
rated reflect improved detector modelling as well as major technical changes to the software technology.
Greatly improved understanding of calibration and alignment techniques, and their practical impact on
performance, is now in place.

The studies reported here are based on full simulations of the ATLAS detector response. A variety
of event generators were employed. The simulation and reconstruction of these large event samples thus
provided an important operational test of the new ATLAS software system. In addition, the processing
was distributed world-wide over the ATLAS Grid facilities and hence provided an important test of
the ATLAS computing system — this is the origin of the expression “CSC studies” (“‘computing system
commissioning”), which is occasionally referred to in these volumes.

The work reported does generally assume that the detector is fully operational, and in this sense
represents an idealised detector: establishing the best performance of the ATLAS detector with LHC
proton-proton collisions is a challenging task for the future. The results summarised here therefore
represent the best estimate of ATLAS capabilities before real operational experience of the full detector
with beam. Unless otherwise stated, simulations also do not include the effect of additional interactions
in the same or other bunch-crossings, and the effect of neutron background is neglected. Thus simulations
correspond to the low-luminosity performance of the ATLAS detector.

This report is broadly divided into two parts: firstly the performance for identification of physics
objects is examined in detail, followed by a detailed assessment of the performance of the trigger sys-
tem. This part is subdivided into chapters surveying the capabilities for charged particle tracking, each of
electron/photon, muon and tau identification, jet and missing transverse energy reconstruction, b-tagging
algorithms and performance, and finally the trigger system performance. In each chapter of the report,
there is a further subdivision into shorter notes describing different aspects studied. The second major
subdivision of the report addresses physics measurement capabilities, and new physics search sensitiv-
ities. Individual chapters in this part discuss ATLAS physics capabilities in Standard Model QCD and
electroweak processes, in the top quark sector, in b-physics, in searches for Higgs bosons, supersymme-
try searches, and finally searches for other new particles predicted in more exotic models.

References
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[2] CMS Collaboration, G. L. Bayatian et al., J. Phys. G34 (2007) 995.
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Cross-Sections, Monte Carlo Simulations and Systematic
Uncertainties

Abstract

The studies presented in this volume share several common features, including
use of the same event samples for Standard Model processes, and the same de-
tector description and simulation framework for all samples. Common cross-
section assumptions were made. These assumptions, and the Monte Carlo
generator programs employed, are listed. Information is also given on the dif-
ferent detector configurations and geometries simulated, and on the consistent
treatment of systematic uncertainties.

1 Introduction

The studies presented in this volume have many shared features starting from a common simulation
framework of the ATLAS detector, and the same detector description. They are based on a full simulation
of the ATLAS detector using the GEANT4 [1] program and the event samples produced were shared by
the various analysis groups. For the simulation of the physics events standard event generators for high
energy proton-proton collisions were used and interfaced to the ATLAS simulation framework.

In many searches for new particles at the LHC Standard Model processes represent important back-
grounds and the signal significance depends on the precise knowledge of these backgrounds. As dis-
cussed in several studies presented in this book, methods were investigated on how to determine these
cross-sections from the data themselves. However, this will not be always possible, and reliable theo-
retical predictions must be used to estimate these backgrounds. In addition, the Standard Model cross-
sections are relevant for the estimate of signal rates and consequent measurement precision for Standard
Model parameters, or for tests of the Standard Model. All studies presented in this book made common
assumptions on the cross-sections for Standard Model processes.

In this introductory note features common to the simulations used in these studies are discussed.
After reviewing the cross-section assumptions and models used for different processes, the Monte Carlo
generator programs employed are summarised. Information is given, next, on the different detector
configurations and geometries simulated. Finally, a common treatment is described of systematic uncer-
tainties which affect many analyses.

2 Cross-Sections of Physical Processes

A consistent set of cross-sections for Standard Model processes was used in all studies reported in this
volume. Over recent years considerable progress has been made in the calculation of higher-order QCD
corrections (often expressed as “K-factors”) for many physics processes at the LHC. Wherever these
corrections are known for both the signal and the dominant background processes, they were included
in the analyses. In case the K-factors are not known for the dominant background processes, the studies
have consistently refrained from using K-factors and resorted to Born-level predictions for both signal
and backgrounds. In this note we detail the values of cross-sections that were used in the different studies
reported in this volume: we do not discuss the uncertainties, such as those from missing higher order
corrections.

For the simulation of physics processes both leading order (LO) and next-to-leading order (NLO)
Monte Carlo programs were used. For the simulation of several processes tree-level matrix element
calculations with parton shower matching were adopted. Unless otherwise stated, all tree-level Monte
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Carlo calculations were normalized to the NLO cross-section calculation. In the case of parton shower
matching several final state parton multiplicities were simulated for predefined shower matching cuts
and the sum of the exclusive cross-sections was normalized to the result of the higher-order calculation.
By applying this procedure, it is expected that the shapes of inclusive distributions are reasonably well
described. However, large uncertainties are expected in the absolute cross-section predictions in extreme
phase-space regions such as, for example, final states with high jet multiplicities.

Table 1: Leading order (LO) and higher order (N)NLO cross-sections for some important Standard
Model production processes for pp collisions at a centre-of-mass energy of 14 TeV. In the calculation
of all cross-sections the CTEQ6L and CTEQ6M structure function parametrizations have been used.
For inclusive W and Z production, the cross-section quoted includes the branching ratio into one lepton

generation.
Process Comments Reference Order in o (nb)
pert. theory
Total inelastic pp PYTHIA [2] 79-10°
Non Single Diffractive PYTHIA [2] 65-10°
Dijet K> 25 Gev PYTHIA [2] LO 367-10°
NLOJET++ [3,4] NLO 477103
Y-jet pr > 25GeV PYTHIA [2] LO 180
bb— p+X Pk >6GeV PYTHIA [2] LO 6.1-10°
bb — puu +X PhH2 S 674 Gev PYTHIA [2] LO 110
1t NLO 0.794
Ref. [5] NLO+NLL 0.833
Single top t-channel AcerMC [6] LO 0.251
production Ref. [7-9] NLO 0.246
s-channel AcerMC [6] LO 0.007
Ref. [7] NLO 0.011
Wt AcerMC [6] LO 0.058
Ref. [10-12] NLO 0.066
W — by FEWZ [13] LO 16.8
FEWZ [13] NLO 20.7
FEWZ [13] NNLO 20.5
Z— 0 myp > 60 GeV FEWZ [13] LO 1.66
FEWZ [13] NLO 2.03
FEWZ [13] NNLO 2.02
WW My > 20 GeV, pY >10 GeV MCFM [14] LO 0.072
MCFM [14] NLO 0.112
WZ My g0 > 20 GeV, py /% MCFM [14] LO 0.032
MCFM [14] NLO 0.056
77 M,y > 12 GeV MCFM [14] LO 0.0165
MCFM [14] NLO 0.0221
vy (99,98 — VYY) 80 < myy <150 GeV RESBOS [15] NLO 0.0209
(gg —7Y) 80 < my, <150 GeV RESBOS [15] NLO 0.0080

The cross-sections for the most relevant Standard Model production processes are summarised in
Table 1. The cross-sections for new physics signal processes are presented in the respective sub-chapters
of this book. For the calculation of the leading order cross-sections the CTEQOL [16, 17] set of struc-
ture function parametrizations was used. Processes available at (N)NLO were calculated by using the
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CTEQ6M [16, 17] parametrizations. The following comments concern the various cross-sections:

e The total pp cross-section at a centre-of-mass energy of 14 TeV is predicted by PYTHIA [2] to be

102 mb. This is split into elastic (23 mb) and inelastic (79 mb) parts. The total inelastic pp cross-
section includes contributions from single and double-diffractive scattering which are estimated
to be 14 and 10 mb, respectively. The non-single diffractive cross-section, which is usually also
denoted as the minimum bias cross-section, is given by Onsp = Oipel. — Osp = 65 mb.

Multijet production via QCD processes is the dominant high-pt process at the LHC and is an im-
portant background in many physics studies. Even if next-to-leading order corrections are partially
known, the remaining uncertainties from missing higher-order corrections remain large. We there-
fore used leading-order estimates in most physics studies and large errors were assigned to cover
the uncertainty.

The pair production of b-quarks provides a copious source of leptons at the LHC. The single and
dimuon cross-sections from bb production were calculated with pr thresholds as expected at the
trigger level. A leading order PYTHIA calculation has been used in the present studies. Even if
the higher-order corrections are known [18], large uncertainties remain.

For the t7 production cross-section several calculations beyond leading order exist. In the studies
presented in this volume the NLO calculation including a next-to-leading log (NLL) resummation
[5] was used. The cross-sections for the three relevant sub-processes for single-top production
were calculated at NLO.

The inclusive production cross-sections of W and Z bosons are known at next-to-next-to-leading
order (NNLO) and these values were used in the studies. The residual uncertainties from variations
of the renormalization and factorization scales are estimated to be at the level of a few percent [13].
In many cases the production of W and Z bosons with jets constitutes an important background to
searches. Exclusive W /Z + jet cross sections have in general been calculated with leading order
Monte Carlos, such as PYTHIA, or the parton shower matched Monte Carlos ALPGEN or Sherpa.
These calculations were normalized to the inclusive NNLO cross-sections. Only in case of the
Wbb and Zbb production were exclusive NLO cross-sections calculated, to which the tree-level
Monte Carlo generator results were normalized. The results of these calculations for a few rele-
vant phase space regions are:

Process | Comments Reference Order in o (pb)
pert. theory

Wbb | p% > 10 GeV, |n,| < 2.5, AR,; >0.7 | ALPGEN [19] LO 68.7
miy) > 30 GeV, my;, > 9.24 GeV MCFM [14]  NLO 176.9

Zbb | pb > 10GeV, |ny| < 2.5, AR,; >0.7 | AcerMC[6]  LO 60.7
mS) > 30 GeV, my;, > 9.24 GeV MCFM [14]  NLO 86.4

Zbb | pb>5GeV, Ny < 2.5,AR,; >0.7 | AcertMC[6]  LO 27.9
mS) > 60 GeV, my;, > 9.24 GeV MCFM [14]  NLO 44.8

The cross-sections for diboson production are available at NLO. In addition to the gg-initiated
processes, the gg box-diagram contributions are sizeable, and both have been taken into account
in the analyses. For ZZ production the gg box contributions were estimated to be at the level of
30% [20] and the NLO result was scaled accordingly. A re-evaluation of this contribution using
the program of Ref. [21] yielded a contribution of 23.8%. For the 7y production process the box
contribution was calculated using the RESBOS Monte Carlo program [15].
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3 Monte Carlo Simulation

The samples of fully simulated events were made using a variety of Monte Carlo generators. Interfaces
in the ATLAS software framework provided mechanisms to feed the particle-level events generated into
the ATLAS simulation software packages. The production of these events was a major effort: a plethora
of physics processes were simulated, and over 1300 different data sets were produced. Unless otherwise
stated, samples were produced simulating only one proton-proton interaction: the effect of additional
interactions was neglected.

The principal general-purpose Monte Carlo generators employed were PYTHIA, HERWIG, Sherpa,
AcerMC, ALPGEN, MadGraph/MadEvent and MC@NLO. In addition to these, further generators were
used for specific processes: Charybdis, CompHEP, TopReX and WINHAC. The versions of the gen-
erators used are summarised in Table 2. Parton-level Monte Carlo generators used either PYTHIA or
HERWIG/JIMMY for hadronisation and underlying event modelling. HERWIG hadronisation was com-
plemented by an underlying event simulation from the JIMMY program [22] (versions 4.2 and 4.31).
The underlying event model parameters were tuned, for PYTHIA and HERWIG/JIMMY, to published
data from Tevatron and other experiments, as described in Ref. [23] and references therein. For Sherpa,
the default parton shower and underlying event modelling was used. Examples of the specific processes
generated with each program are given in the Appendix.

Table 2: Monte Carlo event generators used for the production of event samples for the studies reported
here. The fourth column shows, for the parton-level event generators, which software was used for the
hadronisation and underlying event (UE) simulation.

Generator Versions Reference | Hadronisation+UE
PYTHIA 6.323-6.411 [2]

HERWIG 6.508-6.510 [24] JIMMY for UE
Sherpa 1.008-1.011 [25]

AcerMC 3.1-34 [26] PYTHIA , HERWIG
ALPGEN 2.05-2.13 [19] HERWIG/JIIMMY
MadGraph/MadEvent 3.X-4.15 [27] PYTHIA
MC@NLO 3.1-3.3 [28] HERWIG/JIMMY
Charybdis 1.001-1.003 [29] HERWIG/JIMMY
CompHEP - [30] PYTHIA

TopReX 4.11 [31] PYTHIA
WINHAC 1.21 [32] PYTHIA

The decay of 7 leptons was normally not treated by the main Monte Carlo generators themselves, but
rather via the TAUOLA package [33], version 2.7. The radiation of photons from charged leptons was
also treated specially, using the PHOTOS QED radiation package, version 2.15 [34]. These two pack-
ages were used for a range of processes and generators: this required implementation of new interfaces
for HERWIG and Sherpa. When simulating specific b-hadron decays for B-physics analyses [35], the
EvtGen [36] dedicated b-hadron decay package was used in combination with PYTHIA.

The Monte Carlo tools in ATLAS are taken, where available, from the LHC Computing Grid GENSER
(generator services) sub-project [37]. These are modified with custom ATLAS software patches when
needed. For most Monte Carlo programs more than one version was employed during the long series
of simulations: changes in version were motivated by physical model, or technical improvements to the
package. Common particle mass definitions were also used where relevant (for example, the top mass
was taken to be 175 GeV, unless otherwise stated). The Monte Carlo tools are then either wrapped in-
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side the ATLAS Athena environment [38], or interfaced via the Les Houches accord event format [39],
depending on the implementation simplicity. The latter interfaces were used for the Sherpa, AcerMC,
ALPGEN, MadGraph/MadEvent, MC@NLO and CompHEP event generation. These interfaces rely on
widespread use of the HepMC C++-based event record format [40]: several improvements were made
during the series of event production processings.

LHAPDF, the Les Houches accord PDF interface library [41], was used throughout, and was linked
to all Monte Carlo event generators to provide the PDF set values. The PDF sets [16] used were CTEQO6L
for leading order (LO) Monte Carlo event generators, and CTEQ6M for the next-to-leading order (NLO)
Monte Carlo event generator MC@NLO.

4 Detector Description

One important aspect of the Computing Commissioning Challenge was the test of the alignment and
calibration procedures with an imperfect, i.e. more realistic, description of the ATLAS detector. In
particular, misalignments were introduced for the inner detector and additional material was added in the
inner detector and in front of the calorimeters. In addition, distorted magnetic field configurations were
introduced, where the symmetry axis of the field did not coincide with the beam axis.

The goal was to establish and validate the alignment and calibration procedures and to determine the
known distortions. This has a strong physics motivation: for example, a knowledge of the energy scale
of the electromagnetic calorimeter with a precision of 0.02%, as required for a precise measurement of
the W mass, requires knowledge of the total radiation length of the material in the inner detector with a
precision at the level of 1%.

Two different geometries were used in the simulations. In a so-called as-built geometry realistic
alignment shifts and distortions of the magnetic field were introduced. In the distorted geometry addi-
tional material was added. The calibration samples were simulated and calibration constants determined
with the as-built geometry. All physics samples were, however, simulated with the distorted geometry
and the calibrations constants as determined from the as-built geometry were applied.

As-built geometry The as-built geometry includes misalignments of the main subdetectors (pixel de-
tector, silicon microstrip tracker (SCT), and transition radiation tracker (TRT)) of the inner detector. The
misalignments were introduced as independent translations and rotations at three levels: (i) of the main
subdetector parts (pixel detector, SCT barrel, two SCT endcaps, TRT barrel and two TRT endcaps), (ii)
of major detector sub-units, like pixel and SCT barrel layers, pixel and SCT endcap disks and TRT barrel
modules and (iii) of individual silicon detector modules. The sizes of displacements were chosen to lie
within the expected build tolerances. The actual displacements were assigned randomly in most cases.

The shifts described in the following were applied for the levels (i) and (ii) in the global ATLAS co-
ordinate system, defined as a right-handed system with the x-axis pointing to the centre of the LHC ring,
the y-axis in the vertical direction and the z-axis along the beam direction. The level (iii) misalignments
refer to the local coordinate system of individual detector modules.

At level (i), the whole subdetector parts were displaced in the three spatial coordinates at the level of
1-2 mm followed by rotations around the three axes at the level of 10-50 mrad.

The alignments of the endcap detector sub-units include additional in-plane (x-y) displacements and
rotations around the z-axis. They were generated randomly from uniform distributions centred around
zero with a width of 150 um and 41 mrad, respectively. For the TRT barrel modules the translations
are generated randomly from uniform distributions around zero, with widths of 200 ym, 100 ym and
4300 pm respectively for modules of the three TRT layers. In addition, a systematic radial shift of +1.0,



INTRODUCTION — CROSS-SECTIONS, MONTE CARLO SIMULATIONS AND SYSTEMATIC. ..

-0.5 and +1.5 mm is applied for all modules of the respective layers. No rotations nor displacements
were applied to the TRT endcap modules.

For the individual pixel and SCT detector modules individual position displacements were applied
randomly from uniform distributions with widths of 30-50 pm for pixel and 100-150 ym for SCT mod-
ules, followed by rotations around the three axes, also randomly chosen from uniform distributions with
widths of 1 mrad.

Distorted geometry The distorted geometry is based on the as-built geometry with additional material
added in different locations of the inner detector and in front of the electromagnetic calorimeter. Material
corresponding to an increase of 1-3% of a radiation length was added just behind the first pixel layer,
and just behind the second SCT layer, and in the endcaps adjacent to one of the endcap pixel disks and
adjacent to two of the endcap SCT disks. This amount of additional material is considered to be much
larger than the uncertainty on the knowledge of the exact amount of the material. Within the active
tracking volume the material in regions of service routing was increased by 1-5% of a radiation lenght.
For services outside the active tracking volume the material was increased by up to 15% of a radiation
length. These increases are also expected to be larger than the uncertainties. It should be noted that for
the inner detector the extra material was only added in one half of the azimuthal angle (0 < ¢ < 7) to
allow for a straightforward study of the difference in calibration and performance with single particles.
Additional material was also added in a ¢-asymmetric way in front of the calorimeter. In the region
n >0 additional material corresponding to 8-11% X were added in front of the barrel cryostat, 5% Xy
between the barrel presampler and strip layers (in 7/2 < ¢ < 37/2), and 7-11% X, behind the cryostat.
In the region 17 <0, additional material corresponding to 5% X, was added between the barrel presampler
and the strip layer in the region —7/2 < ¢ < m/2. The density of material in the gap between the barrel
and the endcap cryostat was increased by 70%. Again, this is considered to be conservative and larger
than the uncertainties on the precise knowledge of the material distribution in this region of the detector.

Applications in performance of physics studies Several performance studies were carried out using
the as-built and distorted geometries in simulation and the impact is documented elsewhere in this vol-
ume. Among the important studies is the impact of the misalignments on the b-tagging performance
or on the reconstructed resolution of the Z resonance in muon final states. In addition the impact on
the mass resolution and reconstruction efficiencies was studied for H — yy, H — ZZ — 4{ and Z — ee
samples.

5 Treatment of systematic uncertainties

The results of the physics and performance studies are affected by systematic uncertainties, some of
which are common to many studies. To allow a uniform treatment of these uncertainties across the
various analyses, the following effects and prescriptions were applied.

There are detector-related uncertainties, such as those on particle identification efficiencies, on back-
ground rejections, and on the precise knowledge of energy scales and resolution functions. These un-
certainties can be largely constrained and determined from the data themselves. However, this can only
be done with a finite, and integrated luminosity-dependent, accuracy. In the present studies, rough esti-
mates of these uncertainties were used, considering three canonical integrated luminosity values: 0.1, 1
and 10 fb~!. Detector-related systematic uncertainties were applied to signal and background samples
by varying the energy scale, resolution, or efficiency or rejections.



INTRODUCTION — CROSS-SECTIONS, MONTE CARLO SIMULATIONS AND SYSTEMATIC. ..

In addition, uncertainties come from the approximations made in Monte Carlo generators, modelling
and from the theoretical calculation of cross-sections. Unless stated otherwise when discussing individ-
ual analyses, the following assumptions were applied, for the various systematic uncertainties.

5.1 Uncertainties on the detector performance

Electrons and photons For electrons and photons, uncertainties on the identification efficiency of
1.0%, 0.5% and 0.2% were assumed for the three values of integrated luminosity, 0.1, 1 and 10 b1,
respectively. These values can be determined from data by applying the so called tag-and-probe meth-
ods [42,43] to known resonance decays, like Z — ee. The uncertainty on the energy scale was assumed
to be 1% (0.1%) for integrated luminosities below (above) 1 fb~!. The electron and photon resolutions
were estimated to be known with precisions of 20%, 10% and 5% at the three values of integrated lumi-
nosity. The electron fake rates were assumed to have overall uncertainties of 50%, 20% and 10% at the
three integrated luminosity values. All uncertainties were assumed to be independent of p and 7).

Muons Uncertainties on the identification efficiency of 1%, 0.3% and 0.1% were used for muons with
pr < 100 GeV for the three integrated luminosity values. As for electrons, it should be noted that these
numbers are expected to be conservative, since the statistical precision that can be obtained from studies
of Z — up decays amounts to 0.2% for an integrated luminosity of 0.1 fb~!. For higher muon momenta
the efficiencies must be estimated using extrapolations based on Monte Carlo and therefore larger values
were assumed: for muons with a pt of 1 TeV, for example, the uncertainties were assumed to be 5%, 3%
and 1%, respectively.

The muon energy scale was assumed to be known with precisions of 1%, 0.3% and 0.1% for the
three integrated luminosity values. Furthermore, uncertainties of 12%, 4% and 1% were assumed on the
muon momentum resolution below 100 GeV, whereas a value of 100% was used for muons with pr of
1 TeV. All these uncertainties were considered to be independent of 7.

Jets and Missing E7 Unless otherwise stated, the overall uncertainty on the jet energy scale was as-
sumed to +5% over the pseudorapidity region || <3.2 and +10% for jets in the forward calorimeters,
3.2 < |n| <4.9. This scale uncertainty is applied, independently of jet pr, for both light-quark jets
and jets from b-quarks. In addition, unless stated otherwise, an uncertainty of 10% on the jet energy
resolution was considered.

The missing transverse energy, E%liss, is calculated by summing high-pt objects like leptons and
jets, in addition a component from unclustered energy is added. Part of the uncertainty in E%‘iss is thus
correlated with the jet and lepton energy scale uncertainties, but also a wrong calibration of unclustered
energy can affect E‘Tniss.

After identified objects were rescaled or smeared, the E%‘iss was re-calculated with the corrected
energies. In most of the studies also the low pr part of the unclustered energy was modified. In this
procedure, the momenta of the leptons and jets with pr > 20 GeV were subtracted first from the E‘Tniss,
a 10% uncertainty on the remainder was applied, and then the effects of the leptons and jets were added
back in.

Heavy-flavour tagging For the b-tagging efficiency a 5% relative uncertainty was assumed, indepen-
dently of luminosity. This is considered to be a conservative estimate for integrated luminosities of
1 fb~! or higher. For the mistag rate of light and c-jets an integrated-luminosity independent uncertainty
of 10% was assumed. It is expected that the mistag rates can be measured with this precsion or better
from data sets exceeding an integrated luminosity of 0.1 fb~!. The efficiency and mistag variations were
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implemented in analyses by randomly rejecting 5% of the jets tagged as b-jets or by randomly changing
the tag status of light and c-jets.

5.2 Uncertainties on cross-sections and Monte Carlo modelling

Several theoretical uncertainties affect the predicted cross-sections. The details and the size of the uncer-
tainty depend on the signal and background processes considered and no general numbers can be quoted.
They are therefore usually addressed in the respective studies presented in this volume. The main effects
can be classified as follows:

e The theoretical calculations are affected by missing unknown higher-order corrections. These
uncertainties are usually estimated by varying the renormalization and factorization scales within
factors of two around the nominal scale chosen.

e Despite the normalization of tree-level Monte Carlo programs — with or without parton shower
matching — to the (N)NLO cross sections, large uncertainties remain, in particular for exclusive
final states in specific phase space regions after the application of cuts. These uncertainties have
been estimated either by varying parton-shower matching cuts or by comparisons with different
Monte Carlo event generators.

e Uncertainties in the parton distribution functions result in uncertainties on the calculated cross-
sections which are typically of the order of 10%. These uncertainties have either been addressed
by varying the eigenvalues of the CTEQ parametrization parameters [17] within the suggested
values or by comparing the CTEQ and MRST2001 [44] parametrizations.

Appendix

In the following, additional technical information is given on some of the Monte Carlo event generators
employed, together with example processes.

PYTHIA

The PYTHIA Monte Carlo event generator [2] was employed for the event simulation of many samples.
The new implementation of parton showering, commonly known as pt -ordered showering, was used,
as was the new underlying event model where the phase-space is interleaved/shared between initial-state
radiation (ISR) and the underlying event. In addition to the standard processes implemented in PYTHIA,
two extensions were implemented containing a chiral lagrangian model [45], and an R-hadron model.

HERWIG and JIMMY
HERWIG [24] was used, for example, for simulation of SUSY signal processes [46]. The pre-generated
input tables for these processes were provided by ISAJET and ISAWIG [47].

Sherpa

The Sherpa Monte Carlo event generator [25], was used for several processes, most notably for the
production of electroweak bosons in association with jets: these profited from the implemented CKKW
parton-showering and matrix-element matching technique. Some representative processes for which
Sherpa was used are: a W or Z produced in association with up to four light jets; Higgs boson production
via vector boson fusion; and associated production of bbA.

10
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AcerMC

Some processes for which AcerMC [26] was used were: Zbb production; Zt production; 7 production;
single top processes; t7bb production; and 7t production. The AcerMC program was used both with
PYTHIA and HERWIG hadronisation, to allow tests of systematic uncertainties related to parton shower
modelling.

A procedure was developed for combining samples with ## production modelled with MC@NLO
with samples from the AcerMC t7bb process. There is an overlap of the two samples since the extra
gluon in the NLO (7 calculation can split into a bb pair during parton showering. For studies where this
channel was relevant [48], events with additional bb pairs in the MC @ NLO samples were rejected, since
the matrix-element t7bb generation is expected to describe such events better in the region of the phase
space selected by the analysis (especially for relatively large opening angle between the two quarks of
the bb pair). The corresponding number of events (10% of the total) was also removed from the high
jet-multiplicity 77 sample for normalization purposes.

ALPGEN

The ALPGEN Monte Carlo event generator [19] was used for several processes, most notably for the
production of electroweak bosons in association with jets, in order to profit from the implemented MLM
parton-showering and matrix-element matching technique. Some processes for which ALPGEN was
used were: W or Z production in association with up to five light jets; ¢# production with up to three
additional light jets; bb or c¢ production with up to three additional light jets; electroweak boson pair
production in association with up to three jets Higgs production via vector boson fusion; and photon pair
production in association with up to three jets.

MadGraph/MadEvent

The MadGraph/MadEvent Monte Carlo event generator [27] was used for a selection of processes, for
example for exclusive final states involving multiple electroweak bosons and associated light jets, as
well as some Standard Model Higgs boson production channels. Although MadGraph/MadEvent pro-
cesses in the 4.X versions can be combined with a native version of parton-showering and matrix-element
matching technique, this functionality was not used here. Some representative processes for which Mad-
Graph/MadEvent was used are: W or Z production in association with four light partons; WW, WZ or
ZZ pair production in association with two light partons; electroweak boson production in association
with two photons; and photon pair production in association with two additional partons.

MC@NLO

The MC@NLO event generator [28] is one of the few Monte Carlo tools incorporating full NLO QCD
corrections to a selected set of processes in a consistent way. It was used to simulate a number of
processes, including: inclusive W or Z production; ¢ production; electroweak boson pair production;
and Higgs boson production and decay, for the W W~ and yy Higgs boson decay modes.

Charybdis

The Charybdis Monte Carlo event generator [29] is a special-purpose program implementing production
and decay of microscopic black holes in models with TeV-scale gravity.

11
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CompHEP

The CompHEP Monte Carlo event generator [30] was used for a small set of processes: excited electron
production, Z’ — e*e™ ¥, and the production of E6 heavy iso-singlet D quarks decaying to Z or W pairs,
or to a ZH pair in association with additional quarks.

TopReX

The TopReX Monte Carlo event generator [31] was used for top pair or single top production involving
flavour-changing neutral current (FCNC) couplings in top quark decays, explicitly: ¢f production where
one top quark decays conventionally (to bW), and the other to either g7 or ¢gZ; and single top production
and decay to either gy or gZ. TopReX was interfaced directly with PYTHIA for parton showering,
hadronisation and the underlying event: a point to note is that TopReX single top generation is intimately
interfaced with the PYTHIA old (virtuality-ordered) parton showering model and thus cannot be used
with the new PYTHIA pr -ordered showering.

WINHAC

WINHAC [32] is a Monte Carlo event generator dedicated to the hadro-production of single W bosons
decaying into leptons. Comparisons done within ATLAS have shown that the WINHAC predictions
match well the predictions of PHOTOS for radiative corrections to W boson leptonic decays. PHOTOS
was used throughout this work.
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The Expected Performance of the Inner Detector

Abstract

The ATLAS inner detector will see of the order of 1000 charged particle tracks
for every beam crossing at the design luminosity of the CERN Large Hadron
Collider (LHC). This paper summarizes the design of the detector and outlines
the reconstruction software. The expected performance for reconstructing sin-
gle particles is presented, along with an indication of the vertexing capabilities.
The effect of the detector material on electrons and photons is discussed along
with methods for improving their reconstruction. The studies presented focus
on the performance expected for the initial running at the start-up of the LHC.

1 Introduction

In ATLAS, at the LHC design luminosity of 10** cm~2s~!, approximately 1000 particles will emerge
from the collision point every 25 ns within |n| < 2.5, creating a very large track density in the detec-
tor. To achieve the momentum and vertex resolution requirements imposed by the benchmark physics
processes, high-precision measurements will be made in the inner detector (ID), shown in Fig. 1. Pixel
and silicon microstrip (SCT) trackers, used in conjunction with the straw tubes of the transition radiation
tracker (TRT), will make high-granularity measurements. The original performance specifications were
set out in 1994 and are detailed in [1] — the focus being on challenging physics channels such as the
measurement of leptons from the decays of heavy gauge bosons and the tagging of b-quark jets.

End-cap semiconductor tracker

Figure 1: Cut-away view of the ATLAS inner detector.

The ID surrounds the LHC beam-pipe which is inside a radius of 36 mm. The layout of the detector
is illustrated in Fig. 2 and detailed in [2]. Its basic parameters are summarised in Table 1. The ID is
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immersed in a 2 T magnetic field generated by the central solenoid, which extends over a length of 5.3 m

with a diameter of 2.5 m.
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Figure 2: Plan view of a quarter-section of the ATLAS inner detector showing each of the major elements

with its active dimensions.

160 straw planes

Sensitive end-cap

Item Radial extension (mm) Length (mm)

Pixel Overall envelope | 45.5 < R <242 0 < |z] <3092

3 cylindrical layers ~ Sensitive barrel | 50.5 < R < 122.5 0 < |z] < 400.5

2 x 3 disks Sensitive end-cap | 88.8 <R < 149.6 495 < |z| < 650

SCT Overall envelope | 255 < R < 549 (barrel) 0 < |z < 805
251 <R <610 (end-cap) | 810 < |z] <2797

4 cylindrical layers ~ Sensitive barrel | 299 < R < 514 0 < |z] <749

2 x 9 disks Sensitive end-cap | 275 < R < 560 839 < |z| <2735

TRT Overall envelope | 554 < R < 1082 (barrel) 0 < |z] <780
617 < R < 1106 (end-cap ) | 827 < |z| < 2744

73 straw planes Sensitive barrel | 563 < R < 1066 0<|z] <712

644 < R < 1004

848 < |z| < 2710

Table 1: Main parameters of the inner detector.

The precision tracking detectors (pixels and SCT) cover the region || < 2.5. In the barrel region,
they are arranged on concentric cylinders around the beam axis while in the end-cap regions, they are
located on disks perpendicular to the beam axis. The highest granularity is achieved around the vertex
region using silicon pixel sensors. All pixel modules are identical and the minimum pixel size on a
sensor is 50 x 400 um?. The pixel layers are segmented in R — ¢ and z with typically three pixel layers
crossed by each track. The first layer, called the “vertexing layer”, is at a radius of 51 mm. The intrinsic
accuracies in the barrel are 10 um (R—¢) and 115 pm (z) and in the disks are 10 um (R—¢) and 115 um
(R). The pixel detector has approximately 80.4 million readout channels.

For the SCT, eight strip layers (four space points) are crossed by each track. In the barrel region, this
detector uses small-angle (40 mrad) stereo strips to measure both coordinates, with one set of strips in
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each layer parallel to the beam direction, measuring R — ¢. Each side of a detector module consists of
two 6.4 cm long, daisy-chained sensors with a strip pitch of 80 um. In the end-cap region, the detectors
have a set of strips running radially and a set of stereo strips at an angle of 40 mrad. The mean pitch
of the strips is also approximately 80 um. The intrinsic accuracies per module in the barrel are 17 um
(R—¢) and 580 um (z) and in the disks are 17 um (R — ¢) and 580 um (R). The total number of readout
channels in the SCT is approximately 6.3 million.

A large number of hits (typically 30 per track, with a maximum of 36, see Fig. 34) is provided by the
4 mm diameter straw tubes of the TRT, which enables track-following up to |1| = 2.0. The TRT only
provides R — ¢ information, for which it has an intrinsic accuracy of 130 um per straw. In the barrel
region, the straws are parallel to the beam axis and are 144 cm long, with their wires divided into two
halves, approximately at 7 = 0. In the end-cap region, the 37 cm long straws are arranged radially in
wheels. The total number of TRT readout channels is approximately 351,000.

Item Intrinsic accuracy Alignment tolerances
(um) (pm)
Radial (R) | Axial (z) | Azimuth (R-9)
Pixel
Layer-0 10 (R-¢) 115 (z) 10 20 7
Layer-1 and -2 | 10 (R-¢) 115 (z) 20 20 7
Disks 10 (R-9) 115 (R) 20 100 7
SCT
Barrel 17 (R-9) 580 (z)! 100 50 12
Disks 17 (R-¢) 580 (R)! 50 200 12
TRT 130 307
1. Arises from the 40 mrad stereo angle between back-to-back sensors on the SCT modules with axial (barrel)
or radial (end-cap) alignment of one side of the structure. The result is pitch-dependent for end-cap SCT modules.
2. The quoted alignment accuracy is related to the TRT drift-time accuracy.

Table 2: Intrinsic measurement accuracies and mechanical alignment tolerances for the inner detector
sub-systems, as defined by the performance requirements of the ATLAS experiment. The numbers in the
table correspond to the single-module accuracy for the pixels, to the effective single-module accuracy
for the SCT and to the drift-time accuracy of a single straw for the TRT.

The combination of precision trackers at small radii with the TRT at a larger radius gives very robust
pattern recognition and high precision in both R — ¢ and z coordinates. The straw hits at the outer radius
contribute significantly to the momentum measurement, since the lower precision per point compared to
the silicon is compensated by the large number of measurements and longer measured track length.

The inner detector system provides tracking measurements in a range matched by the precision mea-
surements of the electromagnetic calorimeter [2]. The electron identification capabilities are enhanced by
the detection of transition-radiation photons in the xenon-based gas mixture of the straw tubes. The semi-
conductor trackers also allow impact parameter measurements and vertex reconstruction (“vertexing”)
for heavy-flavour and 7-lepton tagging. The secondary vertex measurement performance is enhanced by
the innermost layer of pixels, at a radius of about 5 cm.

Charged particle tracks with transverse momentum pr > 0.5 GeV and |n| < 2.5 are reconstructed
and measured in the inner detector and the solenoid field. However, the efficiency at low momentum is
limited because of the large material effect in the inner detector (see Fig. 3). The intrinsic measurement
performance expected for each of the inner detector sub-systems is summarised in Table 2. This per-
formance has been studied extensively over the years [1], both before and after irradiation of production
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modules, and also, more recently, during the combined test beam (CTB) runs in 2004 [2,3] and in a series
of cosmic-ray tests in 2006 [2,4]. The results have been used to update and validate the modelling of
the detector response in the Monte-Carlo simulation. This paper describes the expected performance of
the inner detector in terms of tracking, vertexing and particle identification. The alignment of the inner
detector is described elsewhere ( [2] and the references therein).
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Figure 3: Material distribution (Xp, A) at the exit of the ID envelope, including the services and thermal
enclosures. The distribution is shown as a function of |17| and averaged over ¢. The breakdown indicates
the contributions of external services and of individual sub-detectors, including services in their active
volume.

2 Track reconstruction

The inner detector track reconstruction software [5] follows a modular and flexible software design,
which includes features covering the requirements of both the inner detector and muon spectrometer [2]
reconstruction. These features comprise a common event data model [6] and detector description [7],
which allow for standardised interfaces to all reconstruction tools, such as track extrapolation, track fit-
ting including material corrections and vertex fitting. The extrapolation package combines propagation
tools with an accurate and optimised description of the active and passive material of the full detector [8]
to allow for material corrections in the reconstruction process. The suite of track-fitting tools includes
global-)? and Kalman-filter techniques, and also more specialised fitters such as dynamic noise adjust-
ment (DNA) [9], Gaussian-sum filters (GSF) [10] and deterministic annealing filters [11]. Optimisation
of these tools continues and their performance will need to be evaluated on real data. The tools intended
to cope with electron bremsstrahlung (DNA and GSF — see Section 5.1) will be run after the track re-
construction, as part of the electron-photon identification. Other common tracking tools are provided,
including those to apply calibration corrections at later stages of the pattern recognition, to correct for
module deformations or to resolve hit-association ambiguities.
Track reconstruction in the inner detector is logically sub-divided into three stages:

1. A pre-processing stage, in which the raw data from the pixel and SCT detectors are converted
into clusters and the TRT raw timing information is translated into calibrated drift circles. The
SCT clusters are transformed into space-points, using a combination of the cluster information
from opposite sides of a SCT module.

2. A track-finding stage, in which different tracking strategies [5, 12], optimised to cover different
applications, are implemented. (The results of studies of the various algorithms are reported else-
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where [13].) The default tracking exploits the high granularity of the pixel and SCT detectors to
find prompt tracks originating from the vicinity of the interaction region. First, track seeds are
formed from a combination of space-points in the three pixel layers and the first SCT layer. These
seeds are then extended throughout the SCT to form track candidates. Next, these candidates are
fitted, “outlier” clusters are removed, ambiguities in the cluster-to-track association are resolved,
and fake tracks are rejected. This is achieved by applying quality cuts. For example, a cut is made
on the number of associated clusters, with explicit limits set on the number of clusters shared be-
tween several tracks and the number of holes per track (a hole is defined as a silicon sensor crossed
by a track without generating any associated cluster). The selected tracks are then extended into
the TRT to associate drift-circle information in a road around the extrapolation and to resolve the
left-right ambiguities. Finally, the extended tracks are refitted with the full information of all three
detectors. The quality of the refitted tracks is compared to the silicon-only track candidates and
hits on track extensions resulting in bad fits are labelled as outliers (they are kept as part of the
track but are not included in the fit).

A complementary track-finding strategy, called back-tracking, searches for unused track segments
in the TRT. Such segments are extended into the SCT and pixel detectors to improve the tracking
efficiency for secondary tracks from conversions or decays of long-lived particles.

3. A post-processing stage, in which a dedicated vertex finder is used to reconstruct primary ver-
tices. This is followed by algorithms dedicated to the reconstruction of photon conversions and of
secondary vertices.

3 Tracking performance

3.1 Introduction to performance studies

The expected performance of the tracking system for reconstructing single particles and particles in
jets is determined using a precise modelling of the individual detector response (including electronic
noise and inefficiencies), geometry and passive material in the simulation. In this paper, a consistent
set of selection cuts for reconstructed tracks has been used. Generally, only prompt particles (those
originating from the primary vertex) with pr > 1 GeV and |n| < 2.5 are considered. Standard quality
cuts require reconstructed tracks to have at least seven precision hits (pixels and SCT). In addition,
the transverse and longitudinal impact parameters at the perigee must fulfil respectively |dy| < 2 mm
and |zo —z,| X sin® < 10 mm, where z, is the position of the primary vertex along the beam and
0 is the polar angle of the track. Stricter selection cuts, called b-tagging cuts, are defined by: at least
two hits in the pixels, one of which should be in the vertexing layer, as well as |dp| < 1 mm and
|zo —zy| X sin® < 1.5 mm. A reconstructed track is matched to a Monte-Carlo particle if at least 80%
of its hits were created by that particle. The efficiency is defined as the fraction of particles which are
matched to reconstructed tracks passing the quality cuts, and the fake rate is defined as the fraction of
reconstructed tracks passing the quality cuts which are not matched to a particle.

3.2 Track parameter resolutions

The resolution of a track parameter X can be expressed as a function of py as:

ox(pr) = ox(«)(1® px/pr) ¢))

where Oy (e0) is the asymptotic resolution expected at infinite momentum, py is a constant representing
the value of pr for which the intrinsic and multiple-scattering terms in the equation are equal for the
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parameter X under consideration and & denotes addition in quadrature. This expression is approximate,
working well at high pr (where the resolution is dominated by the intrinsic detector resolution) and at
low pr (where the resolution is dominated by multiple scattering). ox (e0) and px are implicitly functions
of the pseudorapidity. Figures 4, 5 and 6 show the momentum resolution for isolated muons and the trans-
verse and longitudinal impact parameter resolutions for isolated pions', all without a beam constraint and
assuming the effects of misalignment, miscalibration and pile-up to be negligible. The resolutions are
taken as the RMS evaluated over a range which includes 99.7% of the data (corresponding to +30¢ for a
Gaussian distribution). The TRT measurements are included in the track fits for tracks with |n| < 2.0,
beyond which there are no further TRT measurements. Table 3 shows the values of ox(e) and px for
tracks in two 1-regions, corresponding to the barrel and end-caps. The use of the beam-spot constraint
in the track fit improves the momentum resolution for high-momentum tracks by about 5%. The impact
parameter resolutions are quoted only for tracks with a hit in the vertexing layer (this requirement has a
very high efficiency, as illustrated in Fig. 14 by the small difference between the standard quality and the
b-tagging quality tracks). Figure 7 shows the comparison of the impact parameter resolutions for pions
and muons. The muon distributions are very close to Gaussian, while those for the pions are slightly
broader and have small tails, in addition. The tails are even larger for electrons, and this is discussed in
Section 5.

Track parameter 0.25 < |n| < 0.50 1.50 < |n| < 175
Ox () px (GeV) Ox () px (GeV)
Inverse transverse momentum (g/pr) 0.34 TeV~! 44 0.41 TeV! 80
Azimuthal angle (@) 70 urad 39 92 urad 49
Polar angle (cot ) 0.7 x1073 5.0 1.2x1073 10
Transverse impact parameter (dy) 10 um 14 12 um 20
Longitudinal impact parameter (zg X sin 0) 91 um 23 71 um 3.7

Table 3: Expected track-parameter resolutions (RMS) at infinite transverse momentum, Ox(c), and
transverse momentum, py, at which the multiple-scattering contribution equals that from the detector
resolution (see Eq. (1)). The momentum and angular resolutions are shown for muons, whereas the
impact-parameter resolutions are shown for pions (see text). The values are shown for two 1-regions,
one in the barrel inner detector where the amount of material is close to its minimum and one in the
end-cap where the amount of material is close to its maximum. Isolated, single particles are used with
perfect alignment and calibration in order to indicate the optimal performance.

The consequences of the pseudorapidity variation of the track parameter resolutions can be seen
from the reconstructed J/y — pu masses in the barrel and end-caps. This is shown in Fig. 8 where both
muons are either in the barrel or the end-caps.

The determination of the lepton charge at high pr is particularly important for measuring charge
asymmetries arising from the decays of possible heavy gauge bosons (W’ and Z’). Typically, such mea-
surements require that the charge of the particle be determined to better than 362. Whereas the charge
of high-energy muons will be measured precisely in the muon system, the charge of high-energy elec-
trons can only be measured by the inner detector. Figure 9 shows the reconstructed values of g/ pr for
negatively charged isolated muons and electrons with pr = 0.5 TeV and pr = 2 TeV. The peaks of the
distributions are at negative values, reflecting the negative charges of the simulated particles. It can be
seen that the shape of the muon distributions is unchanged in going from 0.5 to 2 TeV — at high momen-

"Muons suffer less from interactions and hence provide the best reference; impact parameter determination is important for
vertexing, and this is more commonly required for hadrons, for example when b-tagging.
2The charge of a particle is considered well measured if it is at least 30 from 0 in the variable g/ p.
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Figure 8: Probability for the reconstructed invariant mass of muon pairs from J/y — ppu decays in
events with prompt J/y production. Distributions are shown for both muons with |n| < 0.8 (left) and
In| > 1.5 (right).

tum, the resolution of ¢/pr is independent of the true momentum of the muon and determined by the
intrinsic resolution of the detector.

For electrons, things are more complicated. As well as the intrinsic resolution, there are competing
effects from bremsstrahlung (which lowers the track momentum and makes the charge easier to measure)
and the conversion of bremsstrahlung photons (leading to pattern-recognition problems and degraded
charge determination). At 0.5 TeV, the effects of the conversions are significant, causing the electrons to
be measured worse than the corresponding muons. However, at 2 TeV, the intrinsic resolution dominates
the electron charge misidentification, and this is partially compensated for by the bremsstrahlung. The
fractions of muons and electrons for which the sign of the charge is incorrectly determined are shown in
Fig. 10. For these plots, perfect alignment has been assumed; any misalignment will degrade the charge
sign determination.

3.3 Track reconstruction efficiency

Figures 11, 12 and 13 show the efficiencies for reconstructing isolated muons, pions and electrons. In
addition to multiple-scattering, pions are affected by hadronic interactions in the inner detector material,
while electrons are subject to even larger reconstruction inefficiencies which arise from the effects of
bremsstrahlung. As a result, the efficiency curves as a function of |1| for pions and electrons reflect the
shape of the amount of material in the inner detector (see Fig. 3). As expected, the efficiency becomes
larger and more uniform as a function of || at higher energies.

Previous studies [1] have shown that the reconstruction efficiency is little affected by the “pile-up” of
additional minimum bias events at high luminosity (10** cm~2s~!). A more challenging environment is
found in the core of an energetic jet. Figure 14 shows the track reconstruction efficiency for prompt pions
(produced before the vertexing layer) and the fake rate for tracks in jets in 77 events as a function of |n]|.
For these events, the mean jet pr is 55 GeV, and the mean pr of the accepted tracks which they contain
is 4 GeV. The loss of efficiency at || = 0 with the b-tagging criteria arises from inefficiencies in the pixel
vertexing layer, which are assumed here to be 1%; this improves at higher |17|, owing to the presence
of larger clusters when the track incidence angle decreases. Beyond || ~ 1, the tracking performance
deteriorates, mostly because of increased material. As shown in Fig. 15, the fake rate increases near the
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and 100 GeV. electrons reflect the shape of the amount of mate-
rial in the inner detector as a function of |n|.
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Figure 14: Track reconstruction efficiencies and  Figure 15: Track reconstruction efficiencies and
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to the basic reconstruction before additional qual-  grated over |n| < 2.5, for charged pions in jets in
ity cuts. tf events.

core of the jet, where the track density is the highest and induces pattern-recognition problems. This
effect increases as the jet pr increases. Using alternative algorithms, a few percent efficiency can be
gained at the cost of doubling the fake rate in the jet core.

The reconstruction described in Section 2 is aimed at tracks with pr > 0.5 GeV. Multiplicity studies
in minimum bias events will be among the first analyses undertaken by ATLAS. In these events, the
peak of the track pr spectrum is around 0.3 GeV. The reconstruction of these low-momentum tracks
will be difficult because of the high curvature of the tracks, increased multiple scattering, and at very
low momentum, reduced numbers of hits, since the tracks may fail to reach the outer layers of the
inner detector. To complement the track-finding strategy described in Section 2, an additional strategy
is employed in which hitherto unused pixel and SCT hits are used. To further aid the reconstruction,
the algorithm for the space-point track seeding is modified to use looser internal cuts and the cut on the
number of precision hits is reduced to at least five hits. Tracks are accepted with pr > 0.1 GeV, and in
some cases, inefficiencies for pr > 0.5 GeV are recovered. The resulting track reconstruction efficiency
is shown in Fig. 16. The distribution of candidate fake tracks is shown in Fig. 17.

4 Vertexing performance

4.1 Primary vertices

Vertexing tools constitute important components of the higher-level tracking algorithms. The residuals of
the primary vertex reconstruction are shown in Fig. 18, as obtained without using any beam constraint,
for tf events and H — 7Yy events with my = 120 GeV. The results shown here for H — Yy events are
based on tracks reconstructed from the underlying event and do not make use of the measurement of the
photon direction in the electromagnetic calorimeter. The primary vertex in ¢f events has always a rather
large multiplicity and includes a number of high-p tracks, resulting in a narrower and more Gaussian
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distribution than for H — 7y events. Table 4 shows the resolutions of the primary vertex reconstruction
in these ¢t and H — 7Yy events, without and with a beam constraint in the transverse plane, as well as the
efficiencies to reconstruct and select correctly (within 300 ptm) these primary vertices in the presence

of pile-up at a luminosity of 103 cm=2s~1.
Event type x-y resolution | z resolution | Reconstruction Selection
(um) (um) efficiency (%) | efficiency (%)
tf (no BC) 18 41 100 99
tt (BO) 11 40 100 99
H — yy (no BC) 36 72 96 79
H — vy (BC) 14 66 96 79

Table 4: Primary vertex resolutions (RMS), without and with a beam constraint (BC) in the transverse
plane, for ¢f events and H — 7y events with my = 120 GeV in the absence of pile-up. Also shown, in the
presence of pile-up at a luminosity of 103 cm™2s™!, are the efficiencies to reconstruct and then select
the hard-scattering vertex within 300 um of the true vertex position in z. The hard-scattering vertex is
selected as the primary vertex with the largest Zp:‘}, summed over all its constituent tracks.
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Figure 18: Primary vertex residual along x, in the transverse plane (left), and along z, parallel to the
beam (right), for events containing top-quark pairs and H — Yy decays with mgy = 120 GeV. The results
are shown without pile-up and without any beam constraint.

4.2 Secondary vertices

The resolution for the reconstruction of the radial position of secondary vertices for J/y — pu decays
in events containing B-hadron decays (mean pr of 15 GeV for the J/y) is shown in Fig. 19. While
there are some tails in the resolution distributions (left-hand plot), these are small. The corresponding
distributions for three-prong hadronic 7-decays in Z — 7 events (mean pr of 36 GeV for the 7-lepton)
are shown in Fig. 20. Because there are three charged tracks in close proximity, the reconstruction of
these decays is more challenging: the vertex resolutions are Gaussian in the central region, but have long
tails as can be seen from the points showing 95% coverage in right-hand plot.
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Figure 20: Resolution for the reconstruction of the radial position of the secondary vertex for three-
prong hadronic t-decays in Z — 77 events for tracks with || around O (left) and as a function of
the pseudorapidity of the 7 (right). In the right-hand plot, the circles with bars correspond to Gaussian
fits, as illustrated in the left-hand plot; the points showing 68.3% (95%) coverage show the width of the
integrated distribution containing 68.3% (95%) of the measurements (corresponding to 10 (20) for a
Gaussian distribution). The 7-leptons have an average transverse momentum of 36 GeV.
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Finally, Fig. 21 shows the resolution as a function of decay radius for the reconstruction of the radial
position of secondary vertices for K decays (mean pr of 6 GeV) in events containing B-hadron decays.
The resolution in each radial slice is determined from a Gaussian fit to the core of the distribution. It can
be seen that there are significant tails: just before the barrel layers, the resolution for decays in the barrel
region is good, giving rise to the core; while that from the end-caps is variable, depending on the actual
position of the decay, giving rise to a broader distribution. The tails can be reduced and the resolutions
improved somewhat by tighter cuts on track quality and the reconstructed invariant mass, if desirable.
The effect of crossing the three successive pixel layers is clearly visible as well as the degraded resolution
for decays beyond the last pixel layer. Figure 22 shows the resolution as a function of decay radius for the
reconstruction of the invariant mass of the charged-pion pair for the same K — 77~ decays. Figure 23
shows the efficiency to reconstruct the KV decays. The reconstruction requires 3D information provided
by the silicon detectors, and hence the efficiency falls to zero once the decay is beyond the penultimate
SCT layers.

5 Particle identification, reconstruction of electrons and photon conver-
sions

The reconstruction of electrons and of photon conversions is a particular challenge for the inner detector.
The fraction of energy lost by electrons traversing the inner detector is shown in Fig. 24. In the energy
range over which the inner detector will measure electrons, the fraction has little dependence on the
actual electron energy. Electrons lose on average between 20 to 50% of their energy (depending on |1|)
by the time they have left the SCT, as illustrated in Fig. 25. The probability for photons to convert is
fairly independent of their energies for pr > 1 GeV. A histogram of the location of photon conversions
in |n| < 0.8 is shown in Fig. 26 - the radial structure of the detector is clearly visible. Between 10 to 50%
of photons have converted into an electron-positron pair before leaving the SCT, as illustrated in Fig. 27.

The TRT plays a central role in electron identification, cross-checking and complementing the elec-
tromagnetic calorimeter, especially at energies below 25 GeV [2]. In addition, the TRT contributes to the
reconstruction and identification of electron track segments from photon conversions down to 1 GeV and
of electrons which have radiated a large fraction of their energy in the silicon layers.

5.1 Electron reconstruction

In the absence of bremsstrahlung, the distribution py/Precon should be Gaussian; but in the presence
of bremsstrahlung, this is far from true, as can be seen for the end-cap in Fig. 28 (left-hand plot). By
fitting electron tracks in such a way as to allow for bremsstrahlung, it is possible to improve the recon-
structed track parameters, as shown in Figs. 28 and 29 for two examples of bremsstrahlung recovery
algorithms. These algorithms rely exclusively on the inner detector information and therefore provide
significant improvements only for electron energies below ~ 25 GeV. The dynamic noise adjustment
(DNA) method extrapolates track segments to the next silicon detector layer. If there is a significant x>
contribution, compatible with a hard bremsstrahlung, the energy loss is estimated and an additional noise
term is included in the Kalman filter [9]. The Gaussian-sum filter (GSF) is a non-linear generalisation
of the Kalman filter, which takes into account non-Gaussian noise by modelling it as a weighted sum of
Gaussian components and therefore acts as a weighted sum of Kalman filters operating in parallel [10].
With real data, to improve the fitted track parameters for electrons without deteriorating the fits for non-
electrons, it is necessary to assess whether a track is likely to correspond to an electron or not. This
can be done to some extent by the algorithms themselves by looking at the fits; additional information
can be obtained from the transition radiation in the TRT (see 5.2) and the electromagnetic calorimeter.
Ultimately, since information is lost during the bremsstrahlung, there is an unavoidable degradation of
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the electron measurement. The algorithms serve to reduce the bias of the track fits caused by the in-
creased track curvature. Only by adding additional information, such at the position of the cluster in the
electromagnetic calorimeter [2], is it possible to make a real improvement on the measured momentum.

By allowing for changes in the curvature of the track, the bremsstrahlung recovery algorithms “fol-
low” the tracks better and correctly associate more of the hits, leading to improvements in the recon-
struction efficiencies, as can be seen in Fig. 30. GSF has 2-3% greater efficiency than the default recon-
struction, since it does not flag hits as outliers, hence a track is less likely to fail the quality cuts on the
numbers of hits.

Figure 31 shows the improvements from bremsstrahlung recovery for the reconstructed J/y —
ee mass. Integrating over the complete pseudorapidity acceptance of the ID, and without using any
bremsstrahlung recovery, only 42% of events are reconstructed within 500 MeV of the nominal J/y
mass, whereas with the use of the bremsstrahlung recovery, this fraction increases to 53% and 56% for
DNA and GSF respectively, and the bias of the peak position is reduced. In the inner detector alone, the
J/y signal in the end-caps is more or less completely lost because of the effects of the increased material
compared to that in the barrel. The poor performance in the end-caps arises from the significant fraction
of energy lost by electrons (O(30)% by the time they have left the pixels) as well as the change in track
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Figure 29: Probability distributions for the ratio of the true to reconstructed momentum for electrons
with pr =25 GeV and |n| < 0.8 (left) and pr = 10 GeV and |n| > 1.5 (right). The results are shown as
probabilities per bin for the default Kalman fitter and for two bremsstrahlung recovery algorithms (see
text).
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Figure 30: Efficiencies to reconstruct electrons as a function of |1| for electrons with pr =25 GeV (left)
and pr = 10 GeV (right). The results are shown for the default Kalman fitter and for two bremsstrahlung
recovery algorithms (see text).
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Figure 31: Probability for the reconstructed invariant mass of electron pairs from J/y — ee decays
in events with B} — J/y(ee)K?. Distributions are shown for both electrons with || < 0.8 (left) and
In| > 1.5 (right). The results are shown for the default Kalman fitter and for two bremsstrahlung recovery
algorithms (see text). The true J/y mass is shown by the vertical line.

direction. These distributions should be contrasted with those for the muonic decays of the J/y in Fig. 8.
To conclude, the material of the inner detector causes a significant amount of bremsstrahlung for
electrons, biasing their fitted parameters. This can be partially compensated within the inner detector
using the so-called bremsstrahlung recovery procedures, DNA and GSF. These algorithms should be
applied to tracks in a way so as to improve electrons and not degrade pions or muons. DNA runs in a
time comparable with other simple fitters, while GSF, albeit producing better results, is a factor of twenty
slower than DNA. Exactly how these algorithms are used will depend on individual physics analyses.

5.2 Electron identification

While the end-cap TRT (discrete radiator foils) is relatively easy to simulate, the barrel TRT (matrix of
fibres) is harder and the best indication of the expected performance comes from the test beam (CTB),
where a complete barrel TRT module was tested. Using pion, electron and muon samples in the en-
ergy range between 2 and 350 GeV, the barrel TRT response has been measured in the CTB in terms
of the high-threshold hit probability, as shown in Fig. 32. The measured performance has been used
to parametrise the response in the TRT barrel. The transition-radiation X-rays contribute significantly
to the high-threshold hits for electron energies above 2 GeV and saturation sets in for electron energies
above 10 GeV. Figure 33 shows the resulting pion identification efficiency (probability of pions being
misidentified as electrons) for an electron efficiency of 90%, achieved by performing a likelihood eval-
uation based on the high-threshold probability for electrons and pions for each straw. Figure 33 also
shows the effect of including time-over-threshold information, which improves the pion rejection by
about a factor of two when combined with the high-threshold hit information. At low energies, the pion
rejection (the inverse of the pion efficiency plotted in Fig. 33) improves with energy as the electrons
emit more transition radiation. The performance is optimal at energies of ~ 5 GeV, and pion-rejection
factors above 50 are achieved in the energy range of 2-20 GeV. At very high energies, the pions become
relativistic and therefore produce more §-rays and eventually emit transition radiation, which explains
why the rejection slowly decreases for energies above 10 GeV.

The electron-identification performance expected for the TRT in ATLAS, including the time-over-
threshold information, is shown as a function of |n| in Fig. 35 in the form of the pion identification
efficiency expected for an electron efficiency of 90% or 95%. The shape observed is closely correlated to
the number of TRT straws crossed by the track (see Fig. 34), which decreases from approximately 35 to a
minimum of 20 in the transition region between the barrel and end-cap TRT, 0.8 < |n| < 1.1, and which
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Figure 35: Pion efficiency expected from simula-
tion as a function of |n| for an efficiency of 90%
or 95% for electrons with pr = 25 GeV.

Figure 34: Number of hits on a track as a function
of |n| for a track crossing the TRT.

also decreases rapidly at the edge of the TRT fiducial acceptance for || > 1.8. Because of its more
efficient and regular foil radiator, the performance in the end-cap TRT is better than in the barrel TRT
where it consists of radiating fibres [2].

5.3 Conversion reconstruction

Figure 36 shows the efficiency for reconstructing conversions of photons with pr =20 GeV and |n| < 2.1
as a function of the conversion radius and pseudorapidity, using the standard tracking algorithm com-
bined with the back-tracking algorithm described in Section 2. At radii above 50 cm, the efficiency for
reconstructing single tracks drops and that for reconstructing the pair drops even faster because the two
tracks are merged. If both tracks from the photon conversion are reconstructed successfully, vertexing
tools can be used to reconstruct the photon conversion with high efficiency up to radii of 50 cm. The over-
all conversion-identification efficiency can be greatly increased at large radii by flagging single tracks as
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photon conversions under certain conditions. (The identification is distinct from the reconstruction, since
with a single electron, the photon conversion cannot be reconstructed.) Only tracks which have no hits
in the vertexing layer, which are not associated to any fitted primary or secondary vertex, and which pass
a loose electron identification cut requiring more than 9% high-threshold hits on the TRT segment of the
track are retained. The resulting overall efficiency for identifying photon conversions is almost uniform
over all radii below 80 cm, as shown in Fig. 37.
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Figure 36: Efficiency to reconstruct conversions of photons with pr =20 GeV and |n| < 2.1, as a function
of the conversion radius (left) and pseudorapidity (right). Shown are the efficiencies to reconstruct single
tracks from conversions, the pair of tracks from the conversion and the conversion vertex.
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Figure 37: Efficiency to identify conversions of photons with pr =20 GeV and |n| < 2.1, as a function
of the conversion radius (left) and pseudorapidity (right). The overall efficiency is a combination of the
efficiency to reconstruct the conversion vertex, as shown also in Fig. 36, and of that to identify single-
track conversions (see text).

6 Conclusions

This paper documents the expected performance for the ATLAS inner detector, focusing on the low-
luminosity running at the start-up of the LHC. Most of the performance specifications set out in [1] have
been met — it is only at larger values of |7n|, where there are significant amounts of material, that the
track-finding efficiencies are less than the targets.
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The reconstruction of muons, electrons and pions has been studied in detail as a function of transverse
momentum and pseudorapidity. For high-pr muons in the barrel region, the resolution for 1/pr is
expected to be 0.34 TeV~! and the resolution for the transverse impact parameter 10 ym. The charge of
muons and electrons will be measured in the inner detector over the complete acceptance up to 1 TeV
with misidentification probabilities on average of no more than a few percent. In the barrel region, muons
with pr > 1 GeV can be identified with efficiencies in excess of 98%. For high-pr muons, this rises
to > 99.5% across the whole acceptance. Electrons and pions suffer from material effects; for tracks
around 5 GeV, they are reconstructed with efficiencies between 70 and 95%. The inner detector is able
to reconstruct pions down to 0.2 GeV with efficiencies around 50%. Fake rates are low; even in the core
of moderate-energy jets (O(50) GeV Er), rates are less than 1%.

Algorithms have been developed to reconstruct primary and secondary vertices, as well as KV (and
other V) decays and conversions. In the case of {7 events, primary vertices can be identified with 99%
efficiency in the presence of low-luminosity pile-up. KV decays can be reconstructed up to a radius of
400 mm, while conversions can be identified by reconstructing pairs of tracks or tagging single electrons
in the TRT with 80% efficiency all the way up to a radius of 800 mm.

Electrons suffer from bremsstrahlung caused by the significant material in the inner detector. Algo-
rithms have been developed to improve the reconstruction of electrons, reducing the bias on the measured
momentum. While reasonable electron reconstruction is possible in the inner detector barrel, it is quite
difficult in the end-caps because of the increased amount of bremsstrahlung — here, the use of the elec-
tromagnetic calorimeter will be essential. Electrons can be identified by their transition radiation in the
TRT. For an electron efficiency of 90% at pr = 25 GeV, the pion misidentification probability is of the
order of a few percent over most of the acceptance, and the pion rejection will be optimal around 5 GeV.

After many years of preparing the ATLAS inner detector software and having tested it on simulated
and test-beam data, we are ready to reconstruct and analyse data from collisions. We now look forward
to the first data from the LHC.
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Calibration and Performance of the Electromagnetic
Calorimeter

Abstract

This note describes the calibration of electromagnetistehs, as implemented
in current releases of the ATLAS reconstruction program.efAes of correc-
tions are applied to calibrate both the energy and positieasurements; these
corrections are derived from Monte-Carlo simulations aslitated using test-
beam data. The possibility of obtaining inter-calibratiemergy corrections
from Z — ee data is also discussed.

1 Introduction

In order to realise the full physics potential of the LHC, BHELAS electromagnetic calorimeter must
be able to identify efficiently electrons and photons withilarge energy range (5 GeV to 5 TeV), and to
measure their energies with a linearity better than 0.5%WIboson mass measurement, not considered
here, will require better precision.

The procedure to measure the energy of an incident electrphaion in the ATLAS electromag-
netic (EM) calorimeter has been described in Ref. [1]. Edeh of the energy reconstruction has been
validated by a series of beam tests over many years, botly wsity the calorimeter [2, 3] and also
combined with representative components from all detestibrsystems. This has allowed considerable
refinement of the calorimeter simulation. This simulatisthien used to model the behaviour of the full
detector.

One of the key ingredients for the description of the detgatoformance is the amount and position
of the upstream material. The understanding of the ATLA®aet geometry has also made progress
over the years; an overview of the present knowledge of thectie and its expected performance can be
found in [4]. The amount of material in front of the calorireefor the as-built detector is significantly
larger than was initially estimated; this leads to largesrgp losses for electrons and to a larger fraction
of photons converting (see Figs. 1 and 2).

The standard ATLAS coordinate system is used: the beamtidinedefines the-axis, and thex-y
plane is transverse to the beam direction. The azimuthaéanig measured around the beam axis and
the polar anglé is the angle from the beam axis. The pseudorapidity is defised= — In(tan(6/2)).

1.1 Electron and photon candidates

The “sliding window” algorithm [5] is used to find and reconstt electromagnetic clusters. This forms
rectangular clusters with a fixed size, positioned so as tammse the amount of energy within the clus-
ter. An alternate algorithm is available which forms clusteased on connecting neighbouring cells until
the cell energy falls below a threshold; this is not used leydifault electron and photon reconstruction.
The optimal cluster size depends on the particle type betngnstructed and the calorimeter region:
electrons need larger clusters than photons due to thgerlamteraction probability in the upstream ma-
terial and also due to the fact that they bend in the magnedit, fiadiating soft photons along a range
in @. Several collections of clusters are therefore built byrémnstruction software, corresponding to
different window sizes. These clusters are the startingtpafithe calibration and selection of electron
and photon candidates.

One of the recent improvements in the calibration proce@utieat electron and photon candidates
are treated separately. For each of the reconstructecedugthe reconstruction tries to find a matching
track within aAn x A window of 0.05 x 0.10 with momentunp compatible with the cluster enerdy
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Figure 1. Average energy loss vi| for E = Figure 2: Fraction of photons converting at a ra-

100 GeV electrons before the presampler/stripsdius of below 80 cm (115 cm) in open (full) cir-
(crosses/open circles), and reconstructed energieges, as a function diy| [4].
before/after (solid/open boxes) corrections.

(E/p <10 [6,7]). If one is found, the reconstruction checks forsprece of an associated conversion.
An electron candidate is created if a matched track is founadn® conversion is flagged. Otherwise, the
candidate is classified as a photon.

This early classification allows applying different cotiens to electron and photon candidates.
It is the starting point of a more refined identification basmdely on shower shapes, described in
companion notes [6, 7]. Four levels of electron quality aeéireed (loose, medium, tight, and tight
without isolation). The available photon selection copm¥s to the tight electron selection (excluding
tracking requirements). The medium and tight selectioasiaed in some parts of the calibration analysis
described in this note. But the corrections derived are #pgried to all electron and photon candidates.

1.2 Calorimeter granularity

The electromagnetic calorimeter (Fig. 3) was designed frdjective inn, and covers the pseudorapid-
ity range|n| < 3.2. Precision measurements are however restrictég|ta 2.5; regions forward of this
are outside of the scope of this note. The calorimeter igliest in three cryostats: one containing the
barrel part | < 1.475), and two which each contain the two parts of the end-t&7% < |n| < 3.2).

Its accordion structure provides complaetesymmetry without azimuthal cracks. The total thickness
of the calorimeter is greater than 22 radiation lengikg (n the barrel and greater thanX24in the
end-caps. It is segmented in depth into three longitudieeliens called layers, numbered from 1 to 3
outwards from the beam axis. These layers are often caltedt*f(or “strips”), “middle,” and “back.”
The n granularity of the calorimeter for the front and middle les/&s shown in Table 1. The size of
cells is 0.025 in layer 2 and 0.1 in layer 1. Layer 3 has a geaitylof An x Ag = 0.050x 0.025. For
In| < 1.8, a presampler detector is used to correct for the energpyoslectrons and photons upstream
of the calorimeter. All these regions must be treated séggrn deriving the individual corrections.

The effect of the choice of cluster size on electron and pheteergy reconstruction has been studied
in Refs. [1] and [8]. These results are still the baselinehefgresent software. For electrons, the energy
in the barrel electromagnetic calorimeter is collectedr @are area corresponding tox37 cells in the
middle layer, i.eAn x A@ = 0.075x 0.175. For unconverted photons, the area is limitedxdbXells in
the middle layer, whereas converted photons are treatecléctrons. The cluster width ipincreases
with increasing|n|; therefore, an area of 65 cells in the middle layer is used for both electrons and
photons in the end-cap calorimeter.
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AR o TR |n| range Celln size
Layer1 Layer?2
n=o T Barrel 0-1.4  0.025/8 0.025
Z N 1.4-1.475 0.025  0.075
\4 — R, end-cap 1.375-1.425 0.05 0.05
e T ‘ . i 1.425-1.5  0.025  0.025
e /A —- 1.5-1.8  0.025/8 0.025
\ £H\ 1.8-2.0  0.025/6 0.025
Lm 2.0-2.4  0.025/4 0.025
" 24-25  0.025 0.025

Figure 3: Sketch of the accordion structure of the Table 1: Calorimetem granularity in layers 1
EM calorimeter [8]. and 2.

1.3 Geometries and data sets

The present knowledge of the detector geometry, resultimm the detector survey, is described in [4]
(Sec. 9). But even before the final survey, it was known thatitiner detector services located in the
crack region would be wider than originally expected, arat the end-cap electromagnetic calorimeter
would be shifted by about 4 cm, compared to the nominal (amitipg) geometry described in Ref. [1].
This is taken into account in the simulation, and is treated anisalignment in the cell calibration
procedure described below.

High statistics samples of single electrons and photormgssed with the full detector simulation
based orGEANT 4.7 [9], were used to derive and study the corrections. Twealler geometries are
available. The first is the “ideal geometry,” which contathe best knowledge of the dead material,
but which has no misalignments except for the 4 cm shift ofdhd-caps. The data sets based on
this geometry are used to derive the corrections and for ofaste performance studies. The second
available geometry is a distorted one, in which extra maltesiadded between the tracking detectors and
the calorimeters, and in which misalignments are introdué®r example, the amount of material in the
inner detector has increased in some regions by up to 7% dfiatian length for positivep, and the
density of material in the gap between the barrel and endzoagstats has increased by a factor of 1.7.
The distorted data-sets using this geometry are used toaistsystematic uncertainties and to check the
sensitivity of the methods to additional material. In aditto these single-particle data sefs,— ee
decays are also available.

The standard calorimeter reconstruction for simulated gatiudes the effects of possible cell-level
miscalibrations by smearing the measured energy of eatfogehbout 07%), therefore increasing the
constant term of the energy resolution. (The fractionalg@neesolution is conventionally parametrised
aso(E)/E = a/E & b/VE @ ¢, wherea is the noise termb is the sampling term andis the constant
term.) Unless otherwise stated, the results in this notealdntiude this additional smearing, and
therefore correspond to assuming a perfect cell-levebicion.

1.4 Energy and position reconstruction

The calibration of the LAr calorimeter is factorised intofeanel-by-channel calibration of the electron-
ics readout and an overall energy scale determination.

The first step, often called “electronics calibration”, eeris the raw signal extracted from each cell
(in ADC counts) into a deposited energy. The method usedhfestep, which is beyond the scope of this
note, was described in Ref. [1]. It was refined and validatedmfinal barrel and end-cap modules were
studied in test beams [2, 3]. In the past two years, the eapeei gained and the algorithm developed
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were integrated into the standard ATLAS calibration sofeMd.0].

The second step deals with clusters. The energies depasited cells of each individual layer of
a cluster are summed, and an energy-weighted cluster grositicalculated for each layer. There are
several important effects which must then be understood:

e Due tothe accordion geometry, the amount of absorber rabtedssed by incident particles varies
as a function ofp. This produces @ modulation of the reconstructed energy.

e The shower is not fully contained in thpwindow chosen for clusters, and the cells have a finite
granularity. This introduces a modulation in the energy armas in the measured position (“S-
shape”) which depend on the particle impact point withinla ce

e A perfectly projective particle, coming from the origin gt coordinate system, intersects the cal-
orimeter at the sameg position in all layers. The luminous region, however, egterignificantly
in z, a particle from a vertex away from the origin intersectsaamrimeter at slightly differeng
positions in each layer. Properly combining th@seeasurements requires an accurate parametri-
sation of the shower depth within each layer.

An early study of these corrections, using both simulatiod st beam data, can be found in [11].
The present prediction of these effects and their depemekeion the impact point and energy of the
incident particle are described in detail in this note.

The measured energy and position of EM clusters are codexgedescribed below (see Fig. 4).
The required scale of the correction is illustrated by thpenpoints in Fig. 1, which shows the recon-
structed energies & = 100 GeV electrons before and after calibration. It is ab@36 bver most of the
calorimeter, but is larger in the transition region betwesostats.

Calculate initial c " it ¢ " for lateral and Correct for
cluster position | Correct position | Correct energy for lateral an 3| n.6 eneray

measurements longitudinal shower shapes .
and energy modulations

Figure 4: Cluster correction steps.

e To start with, the energies in the cluster cells are sumnmetiaa energy weighted), ¢) position is
calculated for each calorimeter layer. Before applyingciister corrections, the energy resolution
has a constant term of abou66% (quoted for photons &f| = 0.3).

e As the first step, corrections are applied to the clustertippsimeasured in each layer. These are
described in Sec. 2. The position measurements from théviiosyers are then combined to de-
fine the shower impact point in the calorimeter, which cam the used for energy reconstruction.

e The next step is to combine the energies deposited in eaeh lawo separate procedures have
been developed to do this which are described in Secs. 3.%.dndhe first one, per-layer energy
coefficients, called longitudinal weights, are adjustedpdimise at the same time the energy
resolution and the linearity of the response. In the secoied thhe simulation is used to correct for
different types of energy loss one by one, by correlatindred¢hem with measured observables.
The corrections are calculated separately for electrodphantons, and determined as a function
of |n|. This reduces the local constant term to aboGfo.

e The third step, described in Sec. 3.2, uses the shower inppautto correct the total energy for
modulations i andg. This reduces the local constant term to abod8%.
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In spite of the skill and care put into the detector constougtcalibration, and operation, some local
or “medium range” inhomogeneities in the calorimeter resgohave to be expected: localised high-
voltage or temperature effects or unexpected additiored deaterial must be detected and corrected for
using data. It is planned to uge— ee decays to measure and correct for such effects and to hekpefix t
absolute energy scale. The method developed and the preeigpected are described in Sec. 6.

2 Cluster position measurement

The position of a cluster is measuredjrmnd@. The positions are first calculated independently for each
calorimeter layer as the energy-weighted barycenterd ofuster cells in the layer. (The barrel and end-
cap are also treated separately at this stage.) Secongllindividual layer measurements are corrected
for known systematic biases. Finally, the position measergs from layers 1 and 2 are combined to
produce the overall cluster position. The position coroect are derived using single-particle electron
and photon data samples. Each sample is mono-energeticharalailable samples span the range
5-1000 GeV.

The n positions that are calculated at this stage are “detectortorresponding to the angle that
would be made by a patrticle originating from the origin of ttetector coordinate system. In order
to properly compare the calculated deteajopositions with then of a generated incident particle,
which will in general have its production vertex offsetzifirom the detector origin, one must assume
a depth for each calorimeter layer. Here, “depth” refersheradial distance from the beam axis for
the barrel calorimeter, and to the distance fromxhey plane passing through the origin for the end-
cap calorimeter. The depths used are those which optimésg-thosition resolution; they are shown in
Fig. 5.
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(a) Barrel. (b) End-cap.

Figure 5: Calorimeter depths versyg| for layers 1 and 2 and for 100 GeV photons. The points show
the derived optimal depths, and the curves are piecewigaquaiial fits to the points. For layer 2 of the
barrel, a single curve yielded an adequate fit acfg$s- 0.8; this may be revisited in future versions.
From 100 GeV photons.

2.1 n position correction (S-shape)

The clustem position is first calculated in each layer as the energy-tei barycenter of the cluster
cells in that layer. (In layer 1, only the three strips arotimel cluster center are used, regardless of the
specified cluster size.) Due to the finite granularity of thadout cells, these measurements are biased
towards the centers of the cells. For examples, see Fig. i6.figlare plots the difference in between

the incident particle and the reconstructed clusfer € nyue — Nreco) @s a function ofy, the relativen
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offset of the cluster within the cell, which varies fromil/2...1/2 across the cell. (The sign af7 is
inverted for negativey, and in plots it is usually shown as a fraction of the ¢glvidth.) The general
functional form shown in this figure is often referred to assi&pe”.
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Figure 6:An versusv before and after correction for different regions and fod BEV electrons. Note
the small systematic offset in the end-cap due to a chandeiend-cap geometry since the corrections

were derived. For comparison, the “v12” points show res@tenstructed using the same geometry as
that used to derive the corrections.

Figure 6 shows the correction averaged ovetfrgnrange. The actual correction, however, varies
continuously oven, due to changes in the detector geometry (the correcticssgehto a much greater
extent near discontinuities in the calorimeter). For examie calorimeter cells are not perfectly pro-
jective (as the inner and outer cell faces are parallel tib#tzan-line, rather than being perpendicular to a
line from the detector origin); this induces a bias away ftbmcenter of the calorimeter. The correction
will also depend on the cluster energy, as that affects theage shower depth.

To derive the correction, the calorimeter is dividednirinto regions based on where the behaviour
of the correction changes discontinuously. Within eachorggan empirical function is constructed to
describe the correction, and an unbinned fit is performedalated data for a particular cluster size,

type, and energy.

The function used for the empirical fit is of the form

f(v) = Atan 'Bv+Cv+D|v| +E,

(1)

where—1/2 < v < 1/2 across a cell (for the actual fit, the parameters are redefnesduce correla-
tions). To turn this into a function af, the fit parameters are written as polynomials (usually obsd

or third degree) inn|:

A=Zamﬂ

(2)

and similarly for the other parameters. The fit parametershan the coefficients, b;, etc.
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One feature to note about this function is that, in genef&k1/2) # f(1/2), so that it will be
discontinuous crossing a cell boundary. For layer 1, thisisally acceptable, since reconstructed cluster
positions cluster well away from the cell boundary (Fig.)y.(&owever, in layer 2, the distribution of
reconstructed cluster positions remains populated atihessluster boundary (Fig. 7(b)). Therefore, for
layer 2, the function is modified so that—1/2) = f(1/2).

[y

2:7100 GeV electrons, barrel layer 2

00 GeV-electrons, barrel layer 1 .
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Figure 7:An versus|n| in layers 1 and 2 of the barrel, along with the empirical fitdtion.

In some cases, there is still a significant periodic residftak fitting to this form; in such cases, an
additional general trigonometric term is added to the fit:

f'(v) = f(v) + acogBnv+y). (3)

Finally, a few regions near the calorimeter edges do notéxthie S-shape form; a general polynomial
is used as the empirical function there.

The correction is evaluated separately for each clusterasid type (electrons, photons). The differ-
ence in the correction between electrons and photons is pdesent, and there is about a 10% difference
between 5¢ 5 and 3x N clusters.

The correction also depends on energy; over the range 26-@60, the required correction varies
by ~ 20%. To apply the correction for a given cluster, the coroects first tabulated for each of the
energies for which simulated data samples were availatie. fihal correction is then found by doing
a cubic polynomial interpolation within this table. Notewb#ety here: the energies at which the cor-
rections are tabulated are the true cluster energies. Hmweben the correction is applied, only the
reconstructed cluster energy is known. Since the positiorections are done before the energy correc-
tions, the reconstructed cluster energy will be systeratiyitower than the true energy. If this were used
for the interpolation, this would bias the position meamgats. So, for the purpose of this interpolation,
a crude energy correction is performed by scaling the rénaeted cluster energy by the ratio of the true
to reconstructed energy observed in a 100 GeV sample, paiseteas a function ofp|. This energy
correction is used only for the energy interpolation of theifion corrections.

Plots of An before and after corrections for several regions are showig. 6. Note that since the
present corrections were derived, the simulated deteetomgtry was changed slightly in the end-cap,
in order to match more closely the as-built detector. Thésiits in a small systematic offset 6{10~4)
in these regions.

Then position resolution for photons verspg| is shown for the two main calorimeter layers (strips
and middle) in Fig. 8. The resolution is fairly uniform as étion of || and is 25-35 x 10~4 for the
strips (which have a size of 0.003 inin the barrel electromagnetic calorimeter) and 580~ for the
middle-layer cells (which have a size of 0.025jh The regions with worse resolution correspond to the
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barrel/end-cap transition region and, for the strips, &rtfgion with|n| > 2, where the strip granularity
of the end-cap calorimeter becomes progressively muctsenar
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Figure 8: Expected) position resolution versus Figure 9: Profile plot oA versus|n| before (tri-
|n| for E =100 GeV photons for the two main lay- angles) and after (circles) correction. For 100 GeV
ers of the barrel and end-cap EM calorimeters [4].electrons.

2.2 (@ position correction

The measurement of the clustgiposition must also be corrected. These corrections aréedpmhly in
calorimeter layer 2 (the granularity is best in this layer). As opposed to théirection, the accordion
geometry results in more energy sharing between cells ipttieection, which washes out the S-shape
in this direction. There is, however, a small bias in theneasurement which depends on the average
shower depth with respect to the accordion structure (amgldh|n|). A profile plot of AQ = @Grue — Geco
before the correction is shown in Fig. 9. (The sign of theafis flipped forn < 0, as the two halves

of the calorimeter are identical under a rotation.) The aisiouity at|n| = 0.8, where the absorber
thickness and the middle layer depth change, is clearlpleisi
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Figure 10: Expectedp position resolution as a Figure 11: Resolution af position measurement
function of |n| for electrons and photons with an from layers 1 and 2 combined for 100 GeV pho-
energy of 100 GeV. tons.

The correction derived here is symmetricginIn the real detector, the absorbers sag slightly due to
gravity, causing &-dependent modulation in thgoffset with a maximum value of about®mrad [8].
This has not been included in the present simulations, aisdfierefore not taken into account in this
correction. Studies have shown, however, that the extrasngeof the position measurement from this
effect has a negligible contribution to the widths of thesinant mass distributions ef e~ pairs. (These
studies were performed by generating decays of massivelparntising a toy Monte Carlo, smearing the
decay products with energy and angular resolutions rougppyropriate to ATLAS, and comparing the
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widths of the resulting invariant mass distributions befand after shifting the positions byAcosg.
No significant broadening was observed fox. 50 mrad.) The contribution of this effect to the constant
term of the energy resolution has not been studied quawngitgtbut should also be small.

To produce a correction, the data are binned ifThe result for one sample is shown in Fig. 9. This
function is interpolated im; it is then also interpolated in energy as for theosition correction.

The @ position resolution versug)| is shown for calorimeter layer 2 in Fig. 10. Electron cluster
which get smeared in the direction as they radiate while propagating through themeég field, have
a worse@ position resolution than do photon clusters. A discontirsustep is seen in the resolution
at|n| = 0.8, where the absorber thickness changes, and the resoisitvorst in the transition region
between the cryostats.

2.3 Position measurement combination

The individual layem and ¢ measurements are combined to produce the ovigralid ¢ for a cluster.
For ¢, only layer 2 is used, so the combination is trivial excephia overlap region, where the energy-
weighted average of the barrel and end-gapeasurements is used. Fprboth layer 1 and layer 2 are
averaged. However, layer 1 is weighted three times as muldyeas2 to roughly take into account the
better resolution in layer 1. This prescription, which doesuse the actual position resolutions and does
not account for correlations, is known to be suboptimal aitidoe improved in future software versions.

Note that the) combination implicitly assumes that the incoming partislprojective. If its produc-
tion vertex is shifted from the origin, then the combirgavill be biased. This is illustrated in Fig. 11,
which shows the resolution of the combined clusjemeasurement. Here, the measured clugtés
compared to th@ position of the calorimeter intersected by the true pagtitdck at a depth correspond-
ing to the cluster barycenter. This is shown both for all tsand for clusters with theposition of the
production vertex within 5 mm of the detector center.

2.4 Shower direction

At high luminosity, the inner detector cannot accurateliedaine the interaction vertex due to the large
number of additional interactions. This is an issue for #@nstruction of &d — yy signal. For this
analysis, achieving the best possible resolution on tharigmt mass of the photon pair is crucial for
separating the signal peak from the continuum backgrouhthelz-position of the interaction vertex
is unknown, then there will be a large uncertainty in the palagle of the photons and thus in the
pair invariant mass. We can, however, recover informatimsusithe incidence angle of the photons by
comparing the impact points that are reconstructed in teedird second layers of the EM calorimeter.
To do this, we need to know the photgnposition and the shower barycenter in each of the two layers
(Fig. 5). We can then draw a straight line between these(tydepth points; extending this line to the
beam axis gives an estimate of the position of the interactitex.

Here, this method is applied to single photons with energagspatible with photons frordl — yy
decays. Fomy = 120 GeV, these photons are predominantly in the range B00 GeV. Figure 12
shows the resolutions of the photon angle and the interagtotex measurements as functiong rpf.
Figure 13 shows the same resolution as a function of the phartergy, forjn| < 0.5.

3 Cluster energy measurement

Most of the energy of an electromagnetically interactingipie is deposited in the sensitive volume of
the calorimeter, including the lead absorbers and thedigujon gaps. A small fraction is deposited in
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Figure 12: Angular and vertex resolution as functionsrgf(Gaussian fits), multiplied by/E.
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Figure 13: Angular and vertex resolution as function&¢Gaussian fits), fojn| < 0.5.

non-instrumented material in the inner detector, the ¢atesthe solenoid, and the cables between the
presampler and the first EM calorimeter layer. Energy alsapss from the back of the calorimeter.

The cluster energy is calculated as a linearly weighted ditheenergy in each of the three calorim-
eter layers plus the presampler. The factors applied toahednergies are called longitudinal weights
and their purpose is to correct for the energy losses, prayioptimum linearity and resolution.

The ATLAS longitudinal weighting method was first describiedRef. [8]. However, recent ATLAS
test beam analyses [2, 3, 12] provided simple extensionseofeichnique. They also allowed validating
this method with real data.

The first section below describes the weighting correctiat is performed in current versions of
the reconstruction, called the 4-weight method. This ib%eed by a description of the corrections for
n- andg-dependent modulations in the energy. A more advanced yaeqmendent calibration scheme,
called the calibration hit method, is described separate8ection 5.

3.1 4-weight method

The weighting method described in this section is is a matifio of that described in Ref. [8] and is
currently the default in ATLAS reconstruction. The weightsed are functions only df;|; no energy
dependencies are used. The method could be readily exteadadlude ¢- and energy-dependent
weights in order to minimise residual non-linearities. Teeonstructed energy is given by

Ereco = A(B +\/\/psEps+ El + E2 + VV3E3), (4)

whereEps and E; 3 are the cluster energies in the presampler and the threeslaj¢he calorimeter
(including sampling fractions). The offset terBicorrects for upstream energy losses for which the
corresponding electron has not reached the presampler IfP®)e limiting case of no energy in the
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PS, this offset corresponds to the energy an electron losfesebit undergoes a hard bremsstrahlung
for which the resulting photon passes through the PS witbonterting (i.e., no energy recorded in the
PS). The parameters B, W, andWs are calculated by g2 minimisation of(Eqye — Ereco)?/ 0 (Etrue)?
using Monte Carlo single particle samples, whet&e) is a parametrisation of the expected energy
resolution. This minimisation is done for separayé bins, defined by thé&n = 0.025 granularity of
the second layer of the calorimeter. Equal-sized samplds aviergies between 10 and 200 GeV are
combined for the fits (the linearity of low energy points abbk improved by using more events at those
energies.) The fits are done separately for each clusteasizparticle type (electron and photon).

A special parametrisation is applied in the gap region bebhaée barrel and end-cap calorimeters
(1.447 < |n| < 1.55), within which the parametrisation of Eq. (4) is not adetieu Moreover, this region
is instrumented with scintillator tiles that can be usedeimover some of the energy lost in the gap. The
parametrisation used in the crack is

Ereco= A(B+ Ep+ Ee +WscintEscint) ; %)

whereEy, andE; are the energies the cluster deposits in the barrel and@mdatorimeters, respectively.
Escintis the scintillator energy, antk.in:the weight applied to it. This parametrisation is found tdfqen
significantly better than that used in [1].

The longitudinal weights in Eq. (4) were extracted for elecs and photons and are shown as a
function of |n| in Fig. 14. In Fig. 14(a) one can see that the overall sédier electrons (solid) is larger
than that for photons. The reason is due to the fact that phdravel on average/9X, before they
start losing energy. This effect is close to 1% in the middlthe barrel and increases with the increase
of upstream material. The offset terhis shown in Fig. 14(b); photons have a very small offset, as
expected. (Future versions of the correction will use laggatistics to reduce the scatter observed in the
fit results.) The PS weigjs shown in Fig. 14(c) is the usual factor applied to preshqwesampler
energy responses to correct for upstream losses. Finaliyigi 14(d) W5 is a weight applied to the last
calorimeter layer to correct for energy leakage behind theritneter.

Detailed studies have revealed that the physical meanirigutéd to these weights is only approx-
imate. For example, the weights compensate for lossesth#d?S via the minimisation procedure. In
addition, the weights have a non-negligible energy depsreleHowever, this energy dependence does
not result in large non-linearities because the weightasadheir values to compensate. These effects
are more evident at low energi€s< 15 GeV, and with large amounts of upstream material. A more
rigorous treatment of the longitudinal weighting is prdsenn Sec. 5.

The performance of this method is shown in Sec. 4

3.2 Cluster energy modulation corrections

As the@ impact position of a particle shifts across the accordiancstire of the absorbers, the amount of
passive absorber material it encounters and thus theRatiBeco/ Erue Varies slightly, with a periodicity
equal to that of the absorber spacing. This effect is smél, a&s/maximum value of about a half-percent.
Further, at lower energies, thgposition resolution becomes comparable to the absorbeingpahis
contributes to washing out the effect at these energiesrddmnstructed energy is corrected for this.

To derive the correction, the calorimeter is binnednf. The binning used is not uniform, but is
chosen so as to segregate regions of the calorimeter wittuniform R. Within each|n| bin, R is
plotted versus the offset of the cluster relative to the absorber. These platsi®ided intog bins, each
bin is fit to a Gaussian, and the means of the fits are plottee r&sulting plot is then normalised to
unity and fit to a two-term Fourier series:

f(¢) =1+ AlacodNg+C)+ (1—a)cog2Ne+D)], (6)
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Figure 14: Fitted longitudinal weights for electrons (dpkand photons (open) as functions| gf.

for fit parameterd\, a, C, andD. Parameten is restricted to the range 0—N is the total number of
absorbers in # (1024 in the barrel and 768 in the end-capend-cap). An exaofptuch a fit is shown
in Fig. 15.

Fits are performed separately for each energy, clusteraimbparticle type. To apply the correction,
it is calculated for eachy and energy bin. It is then interpolated bothrjrand in energy. This correction
reduces the constant term in the energy resolution (forguisoat| | = 0.3) from 0.61% to 050%.

Energy modulations are also observed alongritdirection. The energy of a cluster is defined as
the energy within a rectangular window of fixed sizejirx ¢. The window can only shift by an integral
number of cells; however, the impact point of a particle mayabywhere within a cell. Thus, on average,
a larger fraction of the cluster energy will be containedhi@ window when the particle hits at the center
of a cell than if it hits near an edge. The size of this effec few tenths of a percent, and is larger
for smaller cluster sizes. The modulation can be fit well veitquadratic; see Fig. 16. Note that this
modulation is very smalk: 0.1%, in the direction, due to increased energy sharing between the cell
this modulation is not presently corrected. (A larger matloh was seen in the test beam [13], which
used 3x 3 clusters.)

The plots to fit are prepared in a similar manner as forghmodulations, except that theaxis
is taken to be they offset within a cell. The plots from all bins where the deteds mostly uniform
are then combined into a single plot; that is, theé ranges 05-Q075, 085-130, and 170-250. The
resulting plot is then scaled so as to average to unity and &itquadratic. The correction is performed
separately for each energy, cluster size, and particle tyijpee final correction is then determined by
interpolating in energy. An example fit is shown in Fig. 16.pypng this correction further reduces the
constant term to.@3%. A major contribution to the remaining constant ternrasf theg-dependency
of the inner detector material distribution. (The preseaighting correction is averaged owgJ)
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3 x 7 electrons with @ < |n| < 0.4, along with 3 x 7 electrons, along with the modulation fit [4].
the modulation fit.

4 Energy calibration performance

This section shows the performance of the calibration chaed in the current version of the ATLAS
reconstruction software used for all of the electron andg@hoeconstruction and identification studies
reported here and elsewhere.

4.1 Single electrons and photons

In Fig. 17, the energy response, plotted as the differentede®m measured and true energy divided by
the true energy, is shown for electrons with an energy of 18@ @r two illustrative n-positions in
the barrel electromagnetic calorimeter. The central valuthe energy is reconstructed with excellent
precision & 3 x 10~4) if one assumes perfect knowledge of the material in fronhefcalorimeter. Both
the Gaussian core and the non-Gaussian component of tlo¢ ttaél energy distribution are significantly
worse at the point with largen | due to the larger amount of material in front of the calorienefThe
resolution and non-Gaussian tails are better for photaaus fibr electrons, but are somewhat worse for
all photons than for photons that do not convert before repthe volume of the inner detector.

The linearity (relative difference between the fitted meaergy and the true energy) and resolution
are shown in Fig. 18 for electrons and photons. The expe@ddrmance is very similar for electrons
and photons, with a somewhat larger degradation at lardeevaf|n| in the case of electrons, as
expected from the impact of upstream material. For elestrihre linearity is shown fdin| = 0.3 (barrel)
and|n| = 2.0 (end-cap). The deterioration of the performance seendrettu-cap is attributed to the
absence of a presampléen( > 1.8) and the relatively limited statistics of the simulatedhgtes. The
resolution shown in Fig. 18(b) is given for thrég| points: |n| = 0.3 (inner barrel),|n| = 1.1 (outer
barrel), andn| = 2.0 (end-cap). The resolution drop at largef is attributed to the significant increase
of upstream material in front of the calorimeter with reggeche smalln| region. The extra material
causes increased early showering upstream of the calanmetich affects the lateral shower shape in
the calorimeter. Since Eg. (4) absorbs the correctionsaterdl losses into the overall scale constant
an increase in lateral-loss fluctuations will result in sederation of the resolution. The fits in Fig. 18(b)
give a sampling term af10.17+ 0.33)% at smalljn|, and(14.5+ 1.0)% in the end-cap.

In Fig. 19, the energy resolution for electrons and photsrshown as a function ¢f|. The photon
resolution is better than the electron resolution in regiaith more material in front of the calorimeter.
The extracted constant term of the resolution is shown fotgts in Fig. 20 after the weight and mod-
ulation corrections. This figure also shows the constam tvserved when the standard simulation of
cell-level miscalibrations is enabled in the reconstarcirogram. In Fig. 21, the linearity and resolution
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(c) All photons,|n| = 1.075. (d) Unconverted photons$n| = 1.075.

Figure 17: Difference between measured and true energyatised to true energy & = 100 GeV.

as a function ofn| is shown for a range of energies for single photons.

4.2 Mass resolution obtained irH — 4eand H — yy final states

Figure 22 shows the reconstructed distribution, aftebcation, of the invariant mass of the electrons
in H — 4e decays, withny = 130 GeV. (Loose electron selection applied, as defined if foplobal
constant term of 0.7% has been included in the electrom@gradbrimeter resolution for the two plots in
this subsection. The central value of the reconstructeati@mt mass is correct to 1 GeV, correspond-
ing to a precision of 0.7%, and the expected Gaussian résoist~ 1.5%. The non-Gaussian tails in the
distribution amount to 20% of events lying further tham @wvay from the peak. They are mostly due to
bremsstrahlung, particularly in the innermost layers efittner detector, but also to radiative decays and
to electrons poorly measured in the barrel/end-cap tiangiegion of the electromagnetic calorimeter.
Figure 23 shows the reconstructed photon pair invarianstioaisi — yy decays withmy = 120 GeV
(tight photon selection applied and barrel/end-cap ttemsiegion excluded). The photon directions are
derived from a combination of the direction measuremenhénelectromagnetic calorimeter described
above (see Section 2.4) with the primary vertex informatiom the inner detector. The central value of
the reconstructed invariant mass is correctt6.2 GeV, corresponding to a precision of 0.2%, and the
expected resolution is' 1.2%. Most of the non-Gaussian tails at low values of the reicoc®d photon
pair mass are seen to be due to photons which convert in teedietector. The shift in the means comes
from the fact that the corrections to-date do not distinglistween converted and unconverted photons.

4.3 Study of systematic effects usingl — 4e

The energy linearity for electrons i — 4eis shown in Fig. 24(a) for samples based on the ideal (full
triangles) and distorted (circles) geometries. The deparfrom linearity for the distorted geometry is
attributed to the presence of extra material in front of talemeter. The corresponding resolution is
shown in Fig. 24(b) for the distorted geometry.
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Figure 19: Energy resolution for electrons and Figure 20: Extracted constant term of the energy

photons as a function ¢f |. resolution for photons, as a function fof|, after
weight and modulation corrections. Also shown
with cell-level miscalibrations enabled.

The uniformity ing andn observed in this sample is shown in Fig. 25. The non-unifiesiseen
at higher|n| and at positivap are due to simulated extra material in these regions. Imptbaiformity
plot (Fig. 25(a)) a residual modulation is observed. Thindst likely due to an artefact in the simulation.
The longitudinal weights used in the reconstruction depmrig onn, and are averaged over Adding
a dependency op as well would make the energy scale alapgnore uniform and also improve the
mass resolution of — ee.

5 Energy correction using calibration hits

This section describes an alternate method for calculdkiagotal energy from the energies in the in-
dividual calorimeter layers and the presampler. It is a graent of ideas introduced in [14, 15] to
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analyse test beam data and is described in some detail ingp6kial simulations are used in which the
energy deposited by a particle is recorded in all detectdenads, not just the active ones. Through these
simulations, the energy depositions in the inactive maltean be correlated with the measured quanti-
ties. For example, the energy lost in the material in frorthefcalorimeter (inner detector, cryostat, etc.)
can be estimated from the energy deposited in the presaniiierresult is a method which provides a
modular way to reconstruct the energies of electrons antbphdy decoupling all the different correc-
tions. This approach eases comparisons between electidmhatons, and might be particularly useful
in the initial stages of the experiment.

The cluster energy is decomposed into three pieces, whithevireated separately below:

E = Ecai+ Efront + Eback (7)

whereEg, is the energy deposited in the electromagnetic calorimBtgr: is the energy deposited in
the presampler and in the inactive material in front of thHeri@eter, andEpck is the energy that leaks
out the rear of the EM calorimeter.

This analysis uses simulated single-particle, mono-etierglectron and photon samples, with en-
ergies ranging from 25 to 500 GeV.
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5.1 Reconstruction of the energy deposited in the calorimet
The energy deposited by a particle in the EM calorimeigy, is estimated as
Ecal = Ceal(X,n)(1+ fout(X,n))Eql, (8)
where
o B = Zi3:1 E;, andE; 3 are the energies deposited in each of the three calorinzgterd in a given
cluster. In the following Eps will denote the energy deposited in the presampler. Thegés;
available at this stage of the reconstruction are the eeedgposited in the liquid-argon ionisation

medium divided by a region-dependent sampling fraction.

e X is the the longitudinal barycentre or shower depth, defined b

X — Zi3:13Eixi + EPS><957 (9)

Yiz1Ei+Eps
whereE; is as above ang; is the longitudinal depth, expressed in radiation lengbfigompart-
menti, computed from the centre of the detector. Thewhich are computed using a geantino
scan, are functions af.

e 1 is the cluster barycentre, corrected for the S-shape dBeetSec. 2.1).
o foutis the fraction of the energy deposited outside the cluster.
e Cca(X,n) is the calibration factor for the energy in the EM calorimete

The calibration facto€. is defined as the average ratio between the true energy tegpposthe EM
calorimeter (both absorbers and ionisation medium) andetb@nstructed cluster enery,. It is within
a few percent of unity, and takes into account effects sudheaslependence of the sampling fraction
on n and on the longitudinal profile of the shower. Once the coimacfactorC.y is expressed as a
function of X it is fairly energy independent. The correction factor aged over all energies is shown
in Fig. 26(a). Its dependence ohis parametrised with a second order polynomial. The fit isgqoered
excluding the bins with less than 0.5% of the total statstithis criterion is also applied to all the fits
performed in the following.

Due to the presence of the magnetic field and bremsstrahhdigtion, the fraction of energy de-
posited in the calorimeter outside of the cluster is energyeddent. Since only single electrons and
photons with no noise or underlying event are simulated, ftliction is easily calculated. The profile of
the out-of-cluster energy is asymmetric with the tail onlttigh side. However the most probable value,
obtained with a Gaussian fit around the maximum of the didiob (—20, +1.50), is energy indepen-
dent when plotted as a function Xf The most probable value of the fraction of energy depositagide
the cluster averaged over all energies is shown in Fig. 26fb@lectrons and photons and the tyg
values. Electrons and photons behave similarly in the akrggion but differently in the forward region.
This is due to the large difference in the amount of materiasent in front of the calorimeter(2.5Xg
at|n| = 0.3 and~ 7Xp at |n| = 1.65) combined with the presence of bremsstrahlung and theetiag
field.

1A “geantino” is an imaginary non-interacting particle usedhe simulation. The properties of the material crossethby
particle are recorded.
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Figure 26: Correction factdCg and fraction of out-of-cluster energy as a function of thevetr depth
X, averaged over all energies, at two representatjygoints. The dashed lines show the results of the
parametrisation.

5.2 Energy deposited in front of the calorimeter

The energy lost in the material in front of the calorimetem@r detector, cryostat, coil, and material
between the presampler and strips) is parametrised as ofud the energy lost in the active material
of the presamplerHs):

Efront = a(Ecal, ) + b(Eca, N )Eps+ ¢(Ecai, 1) Egs- (10)

An example of this relation is shown in Fig. 27. All coefficisrare parametrised in terms of the energy
deposited by a particle in the calorimetd.,) andn. The coefficientc is used only in the end-cap,
1.55< |n| < 1.8, and is set to zero otherwise. Note explicitly tBatn includes the energy deposited in
the presampler and between the presampler and the stripalteknate form folEsn:, which depends
on the energy in the first calorimeter layer in additiorEg, was also tried. This did not improve the
resolution, so the simpler parametrisation above is rethin
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Figure 27: Energy lost in front of the EM calorim- Figure 28: Energy lost in front of the calorime-
eter as a function of the energy measured in theler as a function of shower dep¥ for electrons
presampler afn| = 0.3 for electrons of 100 GeV. of 100 GeV ain|= 1.9, in aregion where the cal-
The dashed curve shows the parametrisation deerimeter is not instrumented with the presampler.
rived for electrons.

In the region 18 < |n| < 3.2, not instrumented with the presampler, the energy degbsitfront of
the calorimeter is parametrised as a functioXofvith a second degree polynomial. Figure 28 shows
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this correlation for electrons and photons of 100 GeVhat= 1.9. The coefficients of this polynomial
are parametrised in terms Bf,).
5.3 Longitudinal leakage correction

The energy deposited by the showers behind the EM calonrisetemputed as a fraction of the energy
reconstructed in the calorimeter. This fraction, when peaised as a function o, is fairly energy
independent both for electrons and photons. Averaged hbegpdrticle energies, it is parametrised by

fieak = Epack/Ecal = f(IJeak(n )X+ f'fak(n )eX (11)
Figure 29 shows the leakage and the result of the fifrfpr= 0.3 and 1.65.
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Figure 29: Fraction of energy deposited behind the caldemeveraged over particle energies, as a
function of the shower deptk. The parametrisation used is superimposed.

5.4 Results

The total cluster energy is computed by adding these thretilbotions. Example distributions of re-
constructed energies are shown in Fig. 30. Mean values andasid deviations are found from afit to a
Crystal-Ball function (a Gaussian with a low-side tail oétform (1 —x)™").

The resolution is shown in Fig. 31 as a function of the partahergy for electrons and photons at
two |n| values and in Fig. 32 for various photon energies ang athlues. The sampling term is shown
in Fig. 33 as a function of| for electrons and photons.

For electrons, the sampling term increases from 8.7% atrjowo 21% atn| = 1.55. This worsening
of the energy resolution is related to the increase of thenain front of the calorimeter. This effect is
much less relevant for photons, which have a maximum sampdirm of 12%. The constant term is in
general lower than 0.6% and is related to the energy modulatia cell (see Sec. 3.2), not corrected at
this stage. The linearity, the ratio between the fitted medimevand the true particle energy, is shown in
Fig. 34. Itis better than 0.5% over the fiij | range and in the energy interval 25-500 GeV.

The results from the calibration hits correction are corapk in terms of resolution and linearity
with the longitudinal weights method. However there arevadéferences worth mentioning. The coef-
ficients of the longitudinal weights method are averaged avange of energies, while the parametrisa-
tions of the calibration hits method are energy dependelits Means that it should be easier to extend
the calibrated energy range for the calibration hits methitdout compromising energy linearity. An-
other important difference is that while the coefficientshaf longitudinal weights method have no direct
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physical meaning, the parametrisation of the calibratiibs thethod allows isolating the different com-

ponents of the calibrated cluster energy: that depositettiéncalorimeter, inside and outside of the
cluster, and in front and behind of it. The knowledge of thesgarate contributions, which depend on
accurate and detailed simulations of the tracker and tlwigedters, could be particularly useful in the

early stages of the experiment, for example to disentarffgets such as a miscalibration of the calo-
rimeter or an imperfect knowledge of the inner detector nietdt is also worth noting that the estimate

of the energy lost in front of the calorimeter is crucial tdaibing a good resolution and linearity; at

low energies and large rapidities, a large fraction of thergy of an electron is deposited in front of the
calorimeter. The calculation of missing momentum could &ksnefit from this separation of effects.

6 In-situ calibration with Z — ee events

6.1 Motivation

In the EM calorimeter, the construction tolerances and #ib@ation system ensure that the response is
locally uniform, with a constant terma 0.5% over regions of sizAn x A@ = 0.2 x 0.4. This has been
shown with test beam data [13]. Electron pairs fréarboson decays can then be used to intercalibrate
the 384 regions of such size within the acceptancgok 2.4. These regions must be intercalibrated
to within 0.5% in order to achieve a desired global constant terrat @7%. The basic idea of this
calibration method is to constrain the di-electron invatriamass distribution to the well-knowz boson

line shape. A second goal of the calibration is to provideatheolute calorimeter electromagnetic energy
scale. This must be known to an accuracy-dd.1% in order to achieve the ATLAS physics gdals

6.2 Description of the method

Long-range non-uniformities can arise for many reasorduding variations in the liquid argon im-
purities and temperature, amount of upstream materialharecal deformations, and high voltage (as
localised calorimeter defects may necessitate operatimgadl number of channels below nominal volt-
age). For a given region) we parametrise the long-range non-uniformity modifyihg imeasured elec-
tron energy a&/*®°= E"'¢(1+ a;). Neglecting second-order terms and supposing that the &egieen
the two electrons is perfectly known, the effect on the derbn invariant mass is:

_ agatrue Bij
) = M;] (1+?)7 (12)

ai + aj
2

MiI’jECO ~ Mlt;‘UE(1+

wheref;j = a; + aj.

2Except for thaV boson mass measurement, which needs a much better knovaietigeenergy scale( 0.02%).
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The method to extract the’s is fully described in [17] and is done in two steps. Firste B’s
are determined, then th@'s. For a given pair of region§, j), the coefficient3; and its associated
uncertainty are determined by minimising the following-dgelihood:

Nij Bi
—InLiot = z —InL <Mk/ <l—|— %)aGM,k> , (13)

K=1
wherek counts all selected events populating the pair of regiong, M is the di-electron invariant
mass of evenk, andL(M,om) quantifies the compatibility of an event with tiZeboson line shape
and is described below. Fits with only one event are remo¥&akce thef’s are determined from the
minimisation, thea’s can be found from the overdetermined linear system giyef o= a; + aj. This
is done using a generalised least squares method, and gieembytic solution.

TheZ boson line shape is modeled with a relativistic Breit-Wigdistribution [18, 19]:

MZ

(M2~ MZ)Z 1 T2M*/MZ’
whereMz andl 7z are the mass and the width of tBeboson. They were measured precisely at LEP;
the values used are, respectively, 188+ 0.002 GeV and 295+ 0.002 GeV [20]. In proton-proton
collisions, the mass spectrum of tAdoson differs from the Breit-Wigner shape of the partonmcpss
cross section. The probability that a quark and antiquatkérinteractingpp system produce an object
of massM falls with increasing mass. In order to take this into ac¢ptire Breit-Wigner is multiplied
by the ad-hoc parametrisatioff (M) = 1/MP. The parton luminosity parametgris assumed to be a
constant and is determined by fitting tAdoson mass distribution obtained with events generatdd wit
PYTHIA version 6.403 [21]. Figure 35(a) shows théoson mass distribution fitted with a Breit-Wigner
with and without the parton luminosity factor. The fittedwalof the paramete8 is .59+ 0.10; this
will be used in the following. Since the photon propagatat #re interference term between the photon
and theZ boson were not taken into account in the previous pararagors the parton luminosity term
also accounts for the effects of these two terms.

BW(M) ~ (14)
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Figure 35: (a2 boson mass distribution feryTHIA events fitted with a Breit-Wigner distribution with
(solid line) and without (dashed line) the parton luminpséctor. x2/Npor is 1.09 and 3.96, respec-
tively. (b) Residual distribution fitted with a Gaussian.

Finally, in order to take into account the finite resolutidntlve electromagnetic calorimeter, the
Breit-Wigner multiplied by the parton luminosity term isramluted with a Gaussian:

+o0 e /204
L(M,om) = » BW(M —u).Z(M —u) Zron du, (15)
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wheready is the resolution of the measured mass. It is related to #wtreh energy resolution via

Oom 1 Og, 2 Og, 2
V:# () (&) o)

At |n| = 0.3, the sampling term of the electron energy resolution isabtpi10.0% and increases with
increasing|n|. Technically, the integral is converted to a discrete sutionaver the convolution pa-
rameteru which takes values betweerbay, and+4-50y.

6.3 Generator-level tests

The method is first tested on generator-leXel- ee Monte Carlo events. These were generated using
PYTHIA 6.403 [21] withMz = 91.19 GeV and z = 2.495 GeV. Events are required to have at least one
electron withpy > 10 GeV and|n| < 2.7 and a di-electron invariant mab&e > 60 GeV. To simulate
the detector resolution, generated electron energiesvegarsd to obtaiwg /E = 10%//E/ GeV.

For each calorimeter regidna biasa; is generated from a Gaussian distribution with a mggg
and widthopias. These will be called the “injectedi’s, aip;.

For the first testsppias is fixed to 0 andopias to 2%. The calibration method explained above is
applied to 50,000 events after selection. The residuatilligion (as: — Qin;) is shown in Fig. 35(b).
The mean value of the residual distribution correspondbdaehergy scale, and its width to the energy
resolution. Thus it can be seen that the fitting method ginbéased estimators of the injectecdks.

In the case wherei,gs is different from zero, the mean value of the residual distion will be
different from zero. For example, fQupias = —3%, (Ot — Oinj) = 0.1%. This is a consequence of
neglecting the higher-order terms in the Taylor expansibiae (12). Iterating the procedure twice
suffices to recover an unbiased estimate ofdtse as shown in Fig. 36(a).
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Figure 36: (a) Mean value of the Gaussian fitting the residistfibution as a function of the number of
iterations for different mean values of the injected; (b) Constant term as a function of the number of
events or as a function of the luminosity.

Figure 35(b) also shows the resulting uniformity. After tliethe RMS of the distribution has been
reduced from 2% to 0.4%. The RMS of the residual distribuima measure of the expected long-
range constant term. Figure 36(b) shows the long-rangetamnerm as a function of the number of
reconstructed — ee decays or of the integrated luminosity assuming an eveetseh efficiency of
25%. Therefore, by summing the local constant term of 0.5% thie long-range constant term of 0.4%
obtained here, a total constant term of about 0.7% could biead with~ 100 pb . These results
assume perfect knowledge of the material in front of thetedaetagnetic calorimeter.
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6.4 Results with distorted geometry

The previous section showed results based on generatrMante Carlo. The results in this section
usePYTHIA events with full detector simulation and reconstructiosing a geometry with additional
material in front of the electromagnetic calorimeter.

The number of events available is 349,450 corresponding totagrated luminosity of- 200 pb .
Events with at least two reconstructed electrons are kdp.two leading electrons are required to be of
at least medium quality [6], to hayer > 20 GeV andn| < 2.4, and to be of opposite sign. Finally, the
di-electron invariant mass is required to be within8®g < 100 GeV. The total selection efficiency is
21.5%; the efficiency for finding two electron candidates withjn < 2.4 is 50%.

The calibration method is applied first without injectingydnases §inj = O for all regions). How-
ever, the presence of the misalignments and extra mategiahsithat there will be some biases intrinsic
to the simulation. These “true” biases can be estimatedjugimerator information:

1 N; ecak genk

o Pr —Pr
Otruei = N Z W, a7)
wherek counts over the\; electrons falling in regiori, and p*°® and p%®"* are the reconstructed

and true transverse momenta of electkonThe distribution ofay,e is shown in Fig. 37(a), as is the
results of the fit. The low-end tail corresponds to regiomsied in the gap between the barrel and end-
cap cryostats (Fig. 38(a)), where the density of materiallleen increased by a factor of 1.7. There
is fair agreement between tlgs extracted using the data-driven method and those estiiriadm
generator information. Figure 37(b) shows the differenevbenas: and agye; @ Gaussian fitted to
this distribution has a mean of 0.1% and a width of 0.5%. Tls¢ridution of ag; as a function ofp
and @ is shown in Fig. 38 for the ideal and distorted geometriese asymmetry between positive and
negativeg is due to the effect of the extra material in the inner deteat@ositive@. The difference
between positive and negatigevalues is about 0.6%.

The same exercise is also done by introducing, on top of theundformities due to extra material, a
biasaiy generated from a Gaussian distribution with a mggg = 0 and widthopias = 2%. Results are
shown in Fig. 39. The Gaussian fitted to this distributioodlas a mean of 0.1% and a width of 0.5%.

One can conclude that, usirng 87,000 reconstructed — ee events (which corresponds to about
200 pb 1), and with an initial spread of 2% from region to region, thad-range constant term should
not be greater than 0.5%This should give an overall constant terr0.7%. The bias on the absolute
energy should be small and of the order (#%. If the exercise is repeated with only 100 plof data,
the Gaussian fitted to the residual distribution also hasanm&0.2%, but the width is larger, leading to
a long-range constant term of 0.8%.

7 Estimation of the systematic uncertainty on the energy sda

The absolute energy scale has been obtained using elefitvong — ee decays. It has been determined
on events simulated with the misaligned geometry while ¢mgjitudinal weights were found with the
ideal geometry. On top of the non-uniformities due to exteterial, a bias modeling the calorimeter
non-uniformities is introduced and is generated from a Giansdistribution with a meapyp;as= 0 and
width opias = 2%. The resulting bias on the energy scale can be assesseanipaiing the fittedx’s
with those from generator information; the bias is equal .82 This bias is understood and is due to
the fact that the model of thé boson line shape doesn't take into account the effects ofisstrahlung.
Work is ongoing to improve this issue.

3part of the RMS of the residual distribution is also due toantainties on the measurementoaf,e.
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The background has been neglected but it has been checkeatah@ntribution from QCD events
where the two jets are misidentified as electrons is smallisTi should have a negligible effect on the
determination on the energy scale.

Electrons fromZ boson decays have @ spectrum with a maximum value around 45 GeV. Care
will thus have to be taken to extrapolate the calibratiorawietd fromZ — ee decays to electron energy
regions not well populated by these events. Correctionsriadied withZ boson decays were applied
to single electron samples with different generated trarses momenta (20, 40, 120, and 500 GeV)
reconstructed with the misaligned geometry. Figure 40 sHow,e) after correction as a function @k
for four || bins. In principle (ayyue) should be equal to zero. This is true for the 40 GeV electrompsa
at a level of 02% except in the bin (& < |n| < 2.0) containing the crack region. For central electrons
(In| < 0.6), the dependence verspgis smaller than 5%. The effect is worse for non-central electrons.
For instance, apr = 120 GeV,aye after corrections varies from 1 to 1.6 percent. This noediity is
due to the presence of extra material in front of the caldiéme
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Figure 40:(ayye) after correction as a function @k for four n bins.

To conclude, at th& boson energy scale, the estimate of the systematic unagriaiaround 2%.
At other energy scales, the systematic uncertainty is dateihby effects of extra material. For central
electrons, corrections can be extrapolated over thepfubpectrum to a level of.6%. The linearity is
degraded for non-central electrons at a level of 1 or 2 péearept in the crack region where it is worse.
These numbers depend on the amount of extra material addled toisaligned geometry compared to
the ideal geometry and will likely be different with real dat

The performance presented here corresponds to our cumdetsianding of the determination of
the absolute energy scale. Improvements are expected ievadystematic uncertainties smaller than
0.5%. For instance, including information from thg' p ratio measured for isolated high- electrons
from W — ev decays will compliment the direct calibration of the abselscale withZ — ee events.
Photon conversions can also help to determine the amounatefial in front of the calorimeter.

Conclusion

The methods and algorithms described in this note wereddiregentioned in Ref. [1] many years ago.
Over the years, they have reached a higher level of stahititymaturity, and have been implemented in
the ATLAS reconstruction software. It is believed that,agithe constraints of the ATLAS detector, in
particular the amount of dead material in front of the catater, the performances described here will
not evolve much further.

The real challenge at the beginning of data-taking will ledktection and correction for additional
inner detector material or calorimeter inhomogeneitiesctwhvould not have affected the somewhat
smaller-scale detectors used in the test beam. Discregsabetween data and simulation will have to be
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understood prior to the use of the methods described abdweinfsitu calibration wittZz — ee events
described in Section 6 will play an important role, and refieats of the method presented here are
expected.
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Reconstruction and Identification of Electrons

Abstract

This note discusses the overall ATLAS detector performdncehe recon-
struction and identification of highy electrons over a wide range of trans-
verse energies, spanning from 10 GeV to 1000 GeV.

Electrons are reconstructed using information from bothdalorimeter and
the inner detector. The reference offline performance imsesf efficiencies

for electrons from various sources and of rejections agjptssis described. In
a second part, this note discusses the requirements amgeptegor electrons
as probes for physics within and beyond the Standard Modghgd-boson, su-
persymmetry and exotic scenarios. In the last part, this aotlines prospects
for electron identification with early data, correspondio@n integrated lumi-
nosity of 100 pb? , focusing on the use of the signal frafn— ee decays for

a data-driven evaluation of the offline performance.

1 Introduction

Excellent particle identification capability is requiretithe LHC for most physics studies. Several
channels expected from new physics, for instance some arodgs of the Higgs boson into electrons,
have small cross-sections and suffer from large (usuallpi@ackgrounds. Therefore powerful and
efficient electron identification is needed to observe sigieds. Even for standard processes, the signal-
to-background ratio is usually less favourable than atgdipresent hadron colliders. The ratio between
the rates of isolated electrons and the rate of QCD jets mitlin the range 20-50 GeV is expected to be
~ 107° at the LHC, almost two orders of magnitude smaller than aféwatronpp collider. Therefore,

to achieve comparable performances, the electron ideattdit capability of the LHC detectors must be
almost two orders of magnitude better than what has beee\athiso far.

Physics channels of prime interest at the LHC are expectg@uoiduce electrons witlpr between
a few GeV and 5 TeV. Good electron identification is therefoeeded over a broad energy range. In
the moderater region (20 - 50 GeV), a jet-rejection factor exceeding Ml be needed to extract a
relatively pure inclusive signal from genuine electrons\abthe residual background from jets faking
electrons. The required rejection factor decreases sapiith increasingpr to ~ 10° for jets in the TeV
region. For multi-lepton final states, such as possible— eeeein the mass region 13@ my < 180
GeV, a rejection ofv 3000 per jet should be sufficient to reduce the fake-elediemkgrounds to a level
well below that from real electrons. In this case, howeves, dlectrons have a rather sgft spectrum
(as low as 5 GeV), resulting in lower reconstruction and iifieation efficiencies.

Since the publication of the ATLAS physics TDR [1], the ATLAf®tector description has been
greatly improved, with, in particular, the introduction @fmore realistic material description for the
inner detector and for the region between the inner detextdrthe first layer of the electromagnetic
calorimeter [2] [3]. This has led to some significant changethe expected performance. The re-
construction software has also evolved significantly. Estelp of the energy reconstruction has been
validated by a series of beam tests [4] [5] [6] using protetypodules of the liquid argon electromag-
netic calorimeter, and also more recently, combined wititqtype modules of the inner detector. At
present, two electron reconstruction algorithms have lmapiemented in the ATLAS offline software,
both integrated into one single package and a common eventazdel.

- The standard one, which is seeded from the electromagdi@¥y calorimeters, starts from clusters
reconstructed in the calorimeters and then builds the ifitation variables based on information
from the inner detector and the EM calorimeters.
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- A second algorithm, which is seeded from the inner detetrawks, is optimized for electrons
with energies as low as a few GeV, and selects good-quaditksrmatching a relatively isolated
deposition of energy in the EM calorimeters. The identifaratariables are then calculated in the
same way as for the standard algorithm.

The standard algorithm is the one used to obtain the reswdsepted in this note, while the track-
based algorithm is used for lopr and non-isolated electrons and is the subject of another[iht

This note is organised as follows. Section 2 discusses ttonstruction and identification of elec-
trons in the fiducial range of the ATLAS detectdn| < 2.5), whereas section 3 describes the iden-
tification of electrons in the forward region.82< |n| < 4.9). Section 4 describes some important
performance aspects of electron identification in disopydrysics processes. Section 5 discusses the
strategies for measuring reconstruction and identifioadificiencies using a data-driven approach based
onZ — eeevents.

2 Calorimeter-seeded reconstruction and identification

In the standard reconstruction of electrons, a seed efeafyoetic tower with transverse energy abeve

3 GeV is taken from the EM calorimeter [3] and a matching triadearched for among all reconstructed
tracks which do not belong to a photon-conversion pair retanted in the inner detector. The track,
after extrapolation to the EM calorimeter, is required tdehahe cluster within a broatin x Ag window

of 0.05x0.10. The ratioE/p, of the energy of the cluster to the momentum of the trackdsired to
be lower than 10. Approximately 93% of true isolated eletstavithEr > 20 GeV andn| < 2.5, are
selected as electron candidates. The inefficiency is meumyto the large amount of material in the inner
detector and is thereformg-dependent. As an example, 4% of electron candidates pyith: 40 GeV
fail the cutE/p < 10 and most of the losses are in the end-cap region. Variemgifitation techniques
can be applied to the reconstructed electron candidatesyinong calorimeter and track quantities and
the TRT information to discriminate jets and backgroundtetens from the signal electrons. A simple
cut-based identification procedure is described belowthegewith its expected performance. This is
followed by a brief overview of the possibilities offered impore advanced methods, such as a likelihood
discriminant.

2.1 Electron-jet studies

For the purposes of this note, the electron identificatidiciehcy is defined as

Nld
€= W‘Zth,
where N is the number of reconstructed and identified candidatesNdit? is the number of true
electrons selected using the appropriate kinematic cutseagenerator level. A geometrical matching
(within a cone of sizéAR = 0.2) between the reconstructed cluster and the true ete@rrequired in
the calculation oN/Y. A classification is applied to define whether a reconstdiefectron candidate
should be considered as signal or background. This clestsificis based on the type of the Monte Carlo
particle associated to the reconstructed track, as wdlia®f its non-electron parent particle. As shown
in Table 1, candidates are divided into four categories &b efficiencies are calculated separately
for isolated and non-isolated electrons.

For the jet rejection studies, the PYTHIA (version 6.4) [#0gnt generator has been used to produce
the large statistics of jet background samples requireddess both the trigger and offline performance
of the electron reconstruction and identification toolscdegd in this note. Two different samples were
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generated to cover ther -range of interest for single electrons (10-40 GeV). Thd firse, referred
to as filtered di-jets, contains all hard-scattering QCDcpsses witltEr > 15 GeV, e.ggg — g,
including heavy-flavour production, together with otheysibhs processes of interest, such as prompt-
photon production and singl&/ /Z production. The second one, referred to as minimum biadattn
the same processes without any explicit hard-scatteritigpfEu A filter was applied at the generator
level to simulate the L1 trigger requirements [11], with ti@al of increasing in an unbiased way the
probability that the selected jets pass the electron ifleation cuts after GEANT [12] simulation. The
summed transverse energy of all stable particles (exaudinons and neutrinos) witlp| < 2.7 in

a regionAp x An = 0.12x 0.12 was required to be greater than a chdsenthreshold for an event
to be retained. For the filtered di-jet sample, tis-threshold is 17 GeV, while for the minimum-bias
sample, it is 6 GeV. The filter retains 8.3% of the di-jet egesmid 5.7% of the minimum-bias events.
The total number of events available for analysis afterrfiitgg simulation and reconstruction, amounts
to 8.2 million events for the di-jet sample and to 4.1 millievents for the minimum-bias sample.

Category Type of particle Type of parent particle |
Isolated Electron Z,W,t, Toru
Non-isolated Electron J/W, b-hadron orc-hadron decays
Background electror Electron Photon (conversionsji® /n Dalitz decaysy/d/s-hadron decay
Non-electron Charged hadrongy

Table 1: Classification of simulated electron candidatepming to their associated parent particle.
Muons are included as source because of the potential @missa Bremsstrahlungs photon.

Er > 17 GeV Er >8GeV
Isolated Non-isolated Background Non-isolated Background
W — 75.0% | b-hadrons — 38.7% y-conv. — 97.8% b-hadrons — 39.3% y-conv. — 98.4%
Z — 209% | c-hadrons — 60.6% | Dalitzdecays — 1.8% | c-hadrons — 59.7% | Dalitz decays — 1.3%
t —<0.1% J/Y — 0.7% u/d/s-hadrons — 0.4% J/Y — 1.0% u/d/s-hadrons — 0.3%
T—41%

Table 2: Contribution and origin of isolated, non-isolatedd background electron candidates in the two
di-jet samples before the identification criteria are agahli

The jet rejections quoted in this note are normalised widpeet to the number of particle jets
reconstructed using particle four-momenta within a coze AR = 0.4 and derived from a dedicated
un-filtered generated sample of di-jets or minimum-bias&szen the di-jet and minimum-bias samples,
the average numbers per generated event of such partEleifetEr above 17 and 8 GeV, respectively,
and in the rangén| < 2.47, are 0.74 and 0.31, respectively.

After reconstruction of electron candidates and before @nthe identification cuts are applied,
the signal is completely dominated by non-isolated elestivom b— andc-hadron decays. The ex-
pected signal-to-background ratios for the filtered diffet above 17 GeV) and minimum-biag&(
above 8 GeV) samples are 1:80 and 1:50, respectively. Tlhduestget background is dominated by
charged hadrons. Only a small fraction of the backgrountiiatstage consists of electrons from pho-
ton conversions or Dalitz decays, namely 6.4% and 9.4%endisely. Table 2 summarises the relative
compositions of the filtered di-jet and minimum-bias sargjiteterms of the three categories containing
electrons described in Table 1.
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Type | Description | Variable name
Loose cuts
Acceptance of the detectqr In| <247
Hadronic leakage Ratio of Et in the first sampling of the
hadronic calorimeter t&t of the EM cluster
Second layer Ratio inn of cell energies in 3« 7 versus 7x 7 cells. Ry
of EM calorimeter. Ratio in g of cell energies in 3« 3 versus 3x 7 cells. Ry

Lateral width of the shower.
Medium cuts (includes loose cuts)
First layer Difference between energy associated with AEg
of EM calorimeter. the second largest energy deposit
and energy associated with the minimal value
between the first and second maxima.

Second largest energy deposit Rnax2
normalised to the cluster energy.
Total shower width. Wistot
Shower width for three strips around maximum strip. Ws3

Fraction of energy outside core of three central strips  Fsige
but within seven strips.
Track quality Number of hits in the pixel detector (at least one)
Number of hits in the pixels and SCT (at least ningl).
Transverse impact parameter mm).
Tight (isol) (includes medium cuts)

Isolation Ratio of transverse energy in a cohR < 0.2
to the total cluster transverse energy.
Vertexing-layer Number of hits in the vertexing-layer (at least one).
Track matching An between the cluster and the traek Q.005).
A between the cluster and the tragk ©.02).
Ratio of the cluster energy E/p
to the track momentum.
TRT Total number of hits in the TRT.

Ratio of the number of high-threshold
hits to the total number of hits in the TRT.
Tight (TRT) (includes tight (isol) except for isolation)
TRT Same as TRT cuts above,
but with tighter values corresponding to about 909
efficiency for isolated electrons.

[S)

Table 3: Definition of variables used for loose, medium agtittelectron identification cuts. The cut
values are given explicitly only when they are independént cand pr . For a detailed description of
the cut variables used for the loose and medium cuts, refardiions 2.1.1.1 and 2.1.1.2.

2.1.1 Cut-based method description

Standard identification of highy electrons is based on many cuts which can all be applied @dep
dently. These cuts have been optimised in up to seven bipaird up to six bins irpr . Three reference
sets of cuts have been defined: loose, medium and tight, anatised in Table 3. This provides flex-

ibility in analysis, for example to improve the signal effioty for rare processes which are not subject
to large backgrounds from fakes.

2.1.1.1 Loose cuts This set of cuts performs a simple electron identificatioaeloaonly on limited
information from the calorimeters. Cuts are applied on thérbnic leakage and on shower-shape vari-
ables, derived from only the middle layer of the EM caloriendtateral shower shape and lateral shower
width ). This set of cuts provides excellent identificatidficeency, but low background rejection.
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2.1.1.2 Medium cuts This set of cuts improves the quality by adding cuts on thipssin the first
layer of the EM calorimeter and on the tracking variables:

e Strip-based cuts are effective in the rejectiom®f— yy decays. Since the energy-deposit pattern
from n®’s is often found to have two maxima due 18 — yy decay, showers are studied in a
windowAn x A = 0.125x 0.2 around the cell with the higheBt to look for a second maximum.
If more than two maxima are found the second highest maxinsponsidered. The variables
used includeAEs = Emax2 — Emin, the difference between the energy associated with thendeco
maximumEnmax2 and the energy reconstructed in the strip with the minimhalejafound between
the first and second maxim@mi,. Also included areRmaxe = Emaxz/(1+9 x 103Et), whereEr
is the transverse energy of the cluster in the EM calorimatel the constant value 9 is in units
of GeV1; wgor, the shower width over the strips covering 2.5 cells of tteoged layer (20 strips
in the barrel for instanceyyss, the shower width over three strips around the one with thanmme
energy deposit; anEkige, the fraction of energy deposited outside the shower cotiereé central
strips.

e The tracking variables include the number of hits in the Igixéhe number of silicon hits (pixels
plus SCT) and the tranverse impact parameter.

The medium cuts increase the jet rejection by a factor of 3tk vespect to the loose cuts, while
reducing the identification efficiency by 10%.

2.1.1.3 Tight cuts This set of cuts makes use of all the particle-identificataois currently available
for electrons. In addition to the cuts used in the mediumcses, are applied on the number of vertexing-
layer hits (to reject electrons from conversions), on theler of hits in the TRT, on the ratio of high-
threshold hits to the number of hits in the TRT (to reject thmthant background from charged hadrons),
on the difference between the cluster and the extrapoladett positions i and ¢, and on the ratio
of cluster energy to track momentum, as shown in Table 3. Tifflerent final selections are available
within this tight category: they are named tight (isol) aight (TRT) and are optimised differently for
isolated and non-isolated electrons. In the case of tigbt)(cuts, an additional energy isolation cut is
applied to the cluster, using all cell energies within a cohAR < 0.2 around the electron candidate.
This set of cuts provides, in general, the highest isolakectren identification and the highest rejection
against jets. The tight (TRT) cuts do not include the add#lexplicit energy isolation cut, but instead
apply tighter cuts on the TRT information to further remolve background from charged hadrons.

Figures 1 and 2 compare the distributions expected #om ee decays and from the filtered di-jet
sample for a few examples of the basic discriminating véegmbescribed above for electron identifica-
tion.

2.1.2 Performance of cut-based electron identification

The performance of the cut-based electron identificaticuismarised in Tables 4 and 5. Table 4 shows,
for each of the background samples, the composition of ehttedhree categories of electron candi-
dates containing real electrons, as it evolves from recoctsdn (no identification cuts) to loose, medium
and tight cuts. In the case of non-isolated electrons, tisesiestrong reduction of the initially dominant
component fronc-hadrons as the identification cuts applied become tigltethe case of background
electrons, there is a significant reduction of the contidoufrom photon conversions when applying
tight cuts, since the vertexing-layer requirement doesmath affect electrons from Dalitz decays and
u/d/s-hadrons. As shown in Table 5, the signal from prompt el@stis dominated by non-isolated elec-
trons from heavy flavours, which are usually close in spadsatirons from the jet fragmentation. The
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Figure 1: Left: ratio between the transverse energy of thetedn candidate and the sum of this trans-
verse energy and that contained in the first layer of the miclcalorimeter. The distributions are shown
for electrons fronz — eedecays (solid line) and for filtered di-jets (dotted line)giR: difference inn
between cluster and extrapolated track positions for mlestfromZ — ee decays (solid line) and for
filtered di-jets (dotted line).
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Figure 2: Shower-shape distributions for electrons filbm- ee decays (solid lines) compared to those
from filtered di-jets (dotted lines). Shown are the enerdipsR, (left) andR, (right) described in Ta-
ble 3.

resulting overlap between the electron shower and neartyphi& showers explains the much lower ef-
ficiency observed for these electrons than for isolatedreles fromZ — eedecays. These non-isolated
electrons will nevertheless provide the most abundaritirgburce of signal electrons and will be used
for alignment of the electromagnetic calorimeters andtineii detector, foE /p calibrations, and more
generally to improve the understanding of the material efitiner detector as a radiation/conversion
source. For tight cuts and an electien of ~ 20 GeV, the isolated electrons from, Z and top-quark
decays represent less than 20% of the total prompt eledgoals

For the lowerEr -threshold of 8 GeV, the expected signal from isolated sd@stis negligible. Not
surprisingly, the tight (TRT) cuts are more efficient to seleon-isolated electrons from heavy-flavour
decay, while the tight (isol) cuts are more efficient at ddgcisolated electrons. After tight cuts, the
signal-to-background ratio is close to 3:1, and dependg welakly on theEt - threshold in the 10-
40 GeVEr -range studied here. The residual background is dominagtetidrged hadrons, which could
be further rejected by stronger cuts (TRT and/or isolatidimge initial goal of obtaining a rejection of the
order of 19 against jets has been achieved with an overall efficiencyt®§ for isolated electrons with
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Isolated
Er > 17 GeV
No cut Loose Medium Tight (TRT) Tight (isol)
W 75.0 75.1 74.9 73.9 73.6
z 20.9 20.9 211 224 22.9
T 4.1 4.0 4.0 3.7 3.6
Non-isolated
Er > 17 GeV Etr > 8 GeV
No cut| Loose| Medium | Tight (TRT) | Tight (isol) | No cut| Loose| Medium | Tight (TRT) | Tight (isol)
b-hadrons | 38.7 | 57.6 | 71.1 74.2 79.1 39.3 | 51.2 | 55.2 57.0 59.5
c-hadrons | 60.6 | 41.4 | 27.6 24.4 19.6 59.7 | 47.6 | 43.2 41.3 38.6
J/y 0.7 1.0 1.3 14 13 1.0 1.2 1.6 1.7 1.9
Background
Er > 17 GeV Er > 8 GeV
No cut| Loose| Medium| Tight (TRT) | Tight (isol) | No cut| Loose| Medium | Tight (TRT) | Tight (isol)
y-conv. 97.8 | 97.7 | 949 88.0 88.1 98.4 | 98.1 | 945 78.5 83.0
Dalitz decays| 1.8 1.9 4.0 8.5 8.0 1.3 14 35 12.5 12.4
u/d/s-hadrony 0.4 0.4 11 35 3.9 0.3 0.5 2.0 9.0 4.6

Table 4: Percentage contribution and origin of isolated-isolated and background electrons in the
filtered di-jet and minimum-bias samples. The classificatiobased on the type of the parent particle of
the electron.

Er ~ 10-40 GeV. The efficiency may be improved with further opsiation of the cuts, as discussed
below.

Table 6 shows the efficiencies for prompt electrons and tivejections in more detail in the case of
medium identification cuts, using a fine binning as a functibin|. The efficiency for prompt electrons
is significantly worse in the end-cap regiom| > 1.52) with a correspondingly higher background
rejection. The overlap region region between the barrelaamticap calorimeters (1.37 |n| < 1.52)
has both worse efficiency and rejection, as expected beacdidke large amount of passive material in
front of the EM calorimeter. To improve the electron effiggiin the end-cap region, the EM calorimeter
cuts in the first layer and the tracking cuts will need to belisitl and tuned further.

2.1.3 Expected differential rates for inclusive electronignal and background

Figure 3 (left:Er > 17 GeV and rightEr > 8 GeV) show the expected differential cross-sections
for electron candidates as a function & , for an integrated luminosity of 100 pb. The different
histograms correspond to electron candidates before amifidation cuts and after the loose, medium,
tight (TRT) and tight (isol) cuts. As illustrated in Tablethese differential rates are dominated by the
jet background except when applying the tight cuts.

The expected differential cross-sections after tight (TBIts are shown in Fig. 4, where they are
broken down into their three main components, isolatedraes fromW, Z and top-quark decays, non-
isolated electrons frorh, ¢ decay, and the residual jet background. The shapes of thirager the
non-isolated electrons and residual jet background asesiertilar, whereas the spectrum from isolated
electrons exhibits the expected behaviour for a sample ke by electrons froM/, Z decay. For an
integrated luminosity of 100 pi3 , Fig. 4 (right) shows that one may expect approximately tétom
reconstructed and identified inclusive electrons fimnt decay withEr > 10 GeV, while Fig. 4 (left)
shows that for the same integrated luminosity one may eX§@#r000 such electrons witr > 20 GeV,
with a dominant contribution frondV, Z decays forEr > 35 GeV. These large data samples expected
for a modest integrated luminosity are an integral part efttigger menu strategy for early data, as
explained in more detail in [11], and will clearly be extrdgneseful to certify many aspects of the
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Cuts Er > 17 GeV Er >8GeV
Efficiency (%) Jet rejection Efficiency (%) Jet rejection
Z — ee b,c—e Single electrons b,c—e
(Er =10 GeV)
Loose 87.96 £ 0.07 | 508 + 05 567+ 1 758 + 0.1 558 + 0.7 513+ 2
Medium 7729 £ 006 | 307 + 05 2184 + 13 648 + 0.1 419 + 0.7 1288 + 10
Tight (TRT.) | 6166 + 0.07 | 225 + 04 | (8.9 + 0.3)10° 462+ 01 | 292+ 06| (65 + 0.3)10°
Tight (isol.) | 6422 + 0.07 | 173 + 04 | (9.8 + 0.4)10° 485+ 01 | 280+ 06| (58 =+ 0.3)107
Fraction of surviving candidates (%) Fraction of surviving candidates (%)
Isolated Non-isolated Jets Non-isolated Jets
Medium 11 7.4 91.5 (5.5 + 86.0) 9.0 91.0 (5.0 + 86.0)
Tight (TRT) 10.5 63.3 26.2 (8.3 +17.9) 77.8 22.2 (7.1+15.1)
Tight (isol) 13.0 58.3 28.6 (8.7 +19.9) 75.1 24.9 (6.4 + 18.5)

Table 5: Expected efficiencies for isolated and non-isdlalectrons and corresponding jet background
rejections for the four standard levels of cuts used fortedacidentification. The results are shown for
the simulated filtered di-jet and minimum-bias samples;esponding respectively tr -thresholds of

17 GeV (left) and 8 GeV (right). The three bottom rows showftiaetions of all surviving candidates
which fall into the different categories for the medium catgl the two sets of tight cuts. The isolated
electrons are prompt electrons fraly Z and top-quark decay and the non-isolated electrons are from
b, cdecay. The residual jet background is split into its two dwani components, electrons from photon
conversions and Dalitz decays (first term in brackets) aradgelu hadrons (second term in brackets).
The quoted errors are statistical.

electron identification performance of ATLAS with real dat®ne example is the understanding of
material effects and of inter-calibration between inneted®r and EM calorimeter using/p for a
clean subset of the inclusive electrons with > 10 GeV. This sample will be complementary to the
samples of low-mass electron pairs fradiy andY decays, discussed in [7]. A second example is the
certification of the isolated electron identification usmglean sample o0 — ev decays. Clearly,
with more statistics, the large samplesdf— ee decays which will be collected will provide the
opportunity to refine the understanding of the performaicant extremely high level of accuracy, as
discussed in Section 5.

2.1.4 Systematic uncertainties on expected performance

To estimate possible systematic uncertainties relatduketout-based electron identification, two shower
shape variables have been studied as a function of the arobunatterial in front of the EM calorimeter.
Figure 5 illustrates the impact of additional material, &ff=ct of which has not been included in the
EM cluster corrections which are applied as described inff8] electrons fromH — eeee decays.
The results are shown in twg|-ranges for the nominal material and for the case of additiomaterial
accounting in total to~ 0.1 Xp and ~ 0.2 X (Fig. 5). It is evident that in regions with significant
amounts of material the shower is broader (less energy iodie. These differences reduce the electron
efficiency; however, the true systematic error on the efiiyedue to such effects will depend on how
well the inner-detector material can be measured using data

Figure 6 shows the fraction of energy in the strip layer @lggshe three core strips and inside the
seven-strip window for the samg|-ranges. The impact of the additional material is also tjeasible.
The estimated change in the electron efficiencies quotedlite is expected to be less than 2%. It is
important to note that the material effects are more prooedrin the strip layer than in the middle layer
of the calorimeter. Therefore, one should expect largeedainties from this source of systematics for
the medium electron cuts than for the loose electron cutgshamtely only on the middle layer of the
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N EtT > 17 GeV EtT > 8 GeV
Efficiency (%) Jet rejection Efficiency (%) Jet rejection
Z — ee b,c—e Single electrons| b,c —e
(Er =10 GeV)
000-080| 882+ 01 | 35+ 1 | 3740+ 50 793 +£ 0.2 51+ 1 | 1960+ 30
080—-135| 835+ 01 | 40+ 1 | 1581+ 20 706 + 0.2 52+ 1| 914+ 11
135—-150| 715+ 04 | 41+2 444 +£ 5 496 + 05 40+ 3 342+ 5
150—- 180 | 638+ 02 | 18+ 1 | 2440+ 40 418 +£ 04 24+ 2 | 890+ 15
180 - 200 | 625+ 02 | 12+ 1 | 9800+ 450 551 + 0.4 25+ 2 | 4660 + 220
200 - 235 | 658+ 02 | 16 £ 1 | 8400+ 300 550 + 0.3 21 + 2 | 6000+ 250
235—-247 | 678+ 03 | 14+ 2 | 4050+ 170 625 + 0.6 30 £ 3 | 3980+ 250
0.00 — 247 | 773 £+ 006 | 31+ 1 | 2184+ 13 64.8 + 0.1 42+ 1 1288 + 8

Table 6: Expected efficiencies for isolated and non-isdlalectrons and corresponding jet background
rejections for the medium identification cuts as a functibmg. The results are shown for the simulated
filtered di-jet and minimum-bias samples, correspondirspeetively toEt -thresholds of 17 GeV (left)
and 8 GeV (right). The quoted errors are statistical.
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Figure 3: Differential cross-sections as a functionkgf before identification cuts and after loose,

medium, tight (TRT) and tight-isol cuts, for an integratadchinosity of 100 pb! and for the simulated
filtered di-jet sample wittey above 17 GeV (left) and the simulated minimum-bias sampté &
above 8 GeV (right).

calorimeter.

Another important source of systematics affects the jetct&ns quoted in Table 5: this arises from
the exactpr -spectrum and mixture of quark and gluon jets, and to a cegtetent from heavy flavour jets
present in the background under consideration. The nungeted in this note are related to the rather
low-pr di-jet background which is relevant for the search for eaityals from single electrons. Other
background samples relevant to certain physics studies een shown to display worse rejections, by
up to a factor of 3 to 5. This clearly indicates that the falecebn rates will only be better understood
with real data.

2.1.5 Multivariate techniques

In addition to the standard cut-based electron identiboatlescribed above, several multivariate tech-
niques have been developed and implemented in the ATLA®/ardt These include a likelihood dis-
criminant, a discriminant called H-matrix, a boosted decitree, and a neural network. Table 7 sum-
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Figure 4: Differential cross-sections as a functionkEf after tight (TRT) cuts, shown separately
for the expected components from isolated electrons, solated electrons and residual jet back-
ground, for an integrated luminosity of 100 Pb and for the simulated filtered di-jet sample wih
above 17 GeV (left) and the simulated minimum-bias sampte B4 above 8 GeV (right).
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Figure 5: Energy containmerl, (Table 3), for 112 < |n| < 1.25 (left) and 162 < |n| < 1.75 (right).
The symbols correspond to the nominal description and #tedriam to the one with additional material.

marises the gains in efficiency and rejection which may beebgal with respect to the cut-based method
by using the likelihood discriminant method. The gains @ppe be artificially large in the case of the
loose and medium cuts, because these cuts do not make us$¢hef iaformation available in terms of
electron identification, since they were designed for roiess and ease of use with initial data. Nev-
ertheless, they indicate how much the electron efficiency beimproved once all the discriminant
variables will be understood in the data.

Figure 7 shows the rejection versus efficiency curve obthinging the likelihood discriminant
method, compared to the results obtained for the two setgluf ¢cuts shown in Table 5. The likeli-
hood discriminant method provides a gain in rejection ofuat#9-40% with respect to the cut-based
method for the same efficiency of 61-64%. Alternatively,ritygdes a gain in efficiency of 5-10% (tight
and medium cuts) for the same rejection. Multivariate meshaf this type will of course only be used
once the detector performance has been understood usisinpker cut-based electron identification
criteria.
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Figure 6: Energy fraction outside a three-strip cdfgye (Table 3), for 112 < |n| < 1.25 (left) and
1.62 < |n| < 1.75 (right). The symbols correspond to the nominal desaripéind the histogram to the
one with additional material.

Cuts _ Cut-based metr_lod _ _ Like_lihood meth(_)d _ _
Efficiency e (%) RejectionR; Efficiency (%) at fixedR; | Rejection at fixedte
Loose 87.97+0.05 567+ 1 89.11+0.05 2767+ 17
Medium 77.29+0.06 2184+7 88.26+0.05 (3.77+£0.08) x 10*
Tight (isol) 64.22+0.07 (9.940.2) x 10* 67.53+0.06 (1.26+0.05) x 10°
Tight (TRT) 61.66+0.07 (8.940.2) x 10* 68.71+0.06 (1.46+0.06) x 10°

Table 7: For the loose, medium and tight electron identificatuts, expected electron efficiencies for
a fixed jet rejection and jet rejections for a fixed electroficieincy, as obtained from the likelihood
discriminant method. The quoted errors are statistical.

2.2 Isolation studies

Many physics analyses in ATLAS will be based on final stateh isblated leptons from decays\4f or
Z-bosons. These channels usually have the advantage of lsaciitjround expectation from processes
with similar signature, compared to channels with hadrdimal states. Nevertheless, they may also
suffer from jet background processes, namely if leptonsifsemi-leptonic heavy-quark decays mimic
the isolated leptons of the signal. Therefore, dedicatels$ toeyond the lepton identification algorithms
are needed in order to suppress such sources of backgroufaattoys of up to the order of 0 In
this section, the performance of a projective likelihootineator for the separation of isolated electrons
from non-isolated electron backgrounds is described. ®hevariables chosen as input to this isolation
likelihood are:

- transverse energy deposited in a small con&Rk 0.2 around the electron cluster;

transverse energy deposited in a hollow cone.2<0AR < 0.4 around the electron cluster;

sum of the squares of the transverse momenta of all addittcercks measured in a cone&iR <
0.4 around the electron cluster;

impact parameter significance of the electron track (wapect to the primary vertex in the trans-
verse plane).

Electrons fromZ — eedecays were used as a clean source of isolated electronseddrestructed
electrons from this sample were required to be matched tom@tdviBarlo electron fronZ-boson decay
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Figure 8: Background electron rejections versus signalieffties for electrons i — ee decays (left)
and intt decays (right), for two illustrative bins im| andpr .

and to pass the medium identification cuts in order to be densd as signal electrons. Background
electrons were selected from a high-statisticsample, filtered for a pair of like-sign Monte Carlo
electrons, and matched to a Monte Carlo electron fogmdecay.

The results of the performance studies of the isolatiorlifiked are shown in Fig. 8 for two illus-
trative bins in|n| and pr . The best results are achieved for high- electrons measured in the barrel
region of the EM calorimeter. As can be seen in Fig. 8 leftglectrons with only little hadronic activity
in the final state, such as those fr@gm— eeandH — eeeedecays, the isolation likelihood provides a
background rejection of the order of3 dor signal electron efficiencies of 80% (barrel) and 50%d¢en
caps). The difference observed between barrel and endicapsstly due to thej-dependence of the
medium identification cuts shown in Table 6. For comparitba,efficiency for the selection of signal
electrons irtt events is shown in Fig. 8 right: due to the additional hadraaiivity in these final states,
the efficiency decreases by 5-10% for the same backgrouectiogj, when compared to that quoted for
Z — eedecays.
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3 Electron identification outside the inner detector accegnce

Electron identification in the forward regiom( > 2.5) will be important in many physics analyses, in-
cluding electroweak measurements and searches for newipleera. In contrast to the central electrons,
forward electron reconstruction can only use informatiamf the calorimeters, since the inner detector
covers only|n| < 2.5. Such electrons can therefore only be identified cleabbwe the background in
specific topologies, such & — eeorH — eeeedecays.

This section describes the performance of a cut-based cheed to identify electrons in the for-
ward region and separate them from the QCD background. Tieadson of the performance obtained
with a likelihood method is also presented.

Signal electrons are selected frain— ee decays and background electrons from a high-statistics
sample of QCD di-jet events. Thrég|-regions are considered: the first one covers the inner vafied
electromagnetic end-cap, i.e. 25|n| < 3.2 (the HEC is not used), the second one covers the overlap
region between the electromagnetic end-cap and the forvedodmeter (FCal), i.e. 3.2 |n| < 3.4, and
the last region covers the FCal acceptance, i.e<3|4| < 4.9. A topological clustering algorithm [13]
is used in this analysis and only clusters wiih > 20 GeV are considered. Two examples of the
discriminating variables used in these studies are showigir®, namely the fraction of the total cluster
energy deposited in the cell with maximum energy and thaiveléateral moment. The relative lateral
moment is defined as af(lat; + latmax), where the lateral moments fand lat,ax differ in the treatment
of the two most energetic cells. Other examples include tis¢ finoment of the energy density, the
relative longitudinal moment, defined in the same way as #ative lateral moment only with two
longitudinal moments, the second moments of the distarioeaah cell to the shower barycentre and to
the shower axis, and the distance of the cluster barycemtne the front face of the calorimeter.

The likelihood discriminant uses the same variables asuh®dased method. Figure 10 shows the
performance of the cut-based and likelihood discriminasthods for electrons frord — ee decay
with E; > 20 GeV. For an electron identification efficiency of 80%, bwtbthods achieve the required
goal of ~ 1% fake rate from the QCD background. This performance igebegl to yield, for example,
acleanZ — ee sample with one electron already selected in the centradmend one electron in the
forward region [14]: the expected background contributimier theZ-boson peak is estimated to be
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Figure 11: Electron identification efficiency as a functidno (left) andEy (right) for electrons with
Er >5 GeV fromH — eeeedecays.

below~ 1%.

4 Electrons as probes for physics within and beyond the Staradd Model

4.1 Electrons in Higgs-boson decays

Electrons from thél — eeeedecay withmy < 2my are an important benchmark for the evaluation of the
performance of the electron reconstruction and identibogitl5]. Here, only electrons witin| < 2.5
andEr > 5 GeV are considered. The electron efficiency as a function|adindEy for loose, medium,
and tight electron cuts is shown in Fig. 11. The drop in efficieat lowEy is mainly due to the loss of
discrimination power of the shower-shape cuts at lowerstrarse energies. A loss of efficiency is also
visible in the transition region between the barrel and eayal.calorimeters. The results shown here are in
guantitative agreement with those obtained for electraomm¥Z — ee decay discussed in Section 2.1.2.
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4.2 Electrons produced in decays of supersymmetric partiels

In many supersymmetry (SUSY) scenarios, the most abunydamttiuced sparticles are squarks (directly
or from a gluino decay), which generally decay into a charginneutralino and jets. In turn, charginos
and neutralinos are very likely to decay into leptons. Orerasting mode for SUSY searches is the
tri-lepton signal, in which three isolated leptons are expe in the final state. Such SUSY events would
feature highpr isolated leptons accompanied by a high multiplicity of Righ jets. Hence, it is crucial
to efficiently identify electrons in such an environment,iletpreserving the very high jet rejection
presented in Section 2. The electron identification efficjeim SUSY events is calculated using the
SU3 ATLAS point [16]. In this scenario, a large number of diaos and neutralinos are produced and
numerous leptons are expected in the final state.
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Figure 13: Electron identification efficiency as a functidrile distanceAR to the closest jet in SUSY
events, for electrons witBr > 17 GeV.

Figure 12 shows the identification efficiency of the loosedime and tight (isol) cuts as a function
of Er and|n|. The efficiencies shown as a function®f are compared with efficiencies for single
electrons oEr = 10, 25, 40, 60 and 120 GeV. As expected, single electronsagisiigher efficiencies
than those in SUSY events, because of the large hadronidgtydti these events. The efficiencies
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Figure 14: Electron identification efficiency as a functidrEe (left) and|n| (right), for electrons from
Z' — e"e decays withm, = 1 TeV.

obtained for values oEt below 20 GeV, are significantly below the plateau values gl it , for
which the cuts were initially optimised.

The efficiencies as a function ¢f| show the same features as those discussed in Table 6, namely
the efficiency in the end-cap region is lower than in the bawhereas the jet rejection is significantly
higher. Specific drops in efficiency can be seen|fgr~ 1.35, which corresponds to the barrel/end-cap
transition region, and fojm | ~ 0.8, which corresponds to the change in the lead thicknesscleetithe
two types of electrodes in the barrel EM calorimeter.

Figure 13 shows the electron identification efficiency asnetion of the distancé R to the closest
jetin SUSY events. Jets are reconstructed from topologicsters using &4R = 0.4 cone algorithm.
For values ofAR > 0.4, the efficiencies are compatible with those expected fajisielectrons, whereas
for values ofAR < 0.4, the efficiencies decrease because of the overlap betlwedratronic showers
from the jet and the electron shower itself.

JetEr -range 140- 280 GeV 280— 560 GeV 560— 1120 GeV
Efficiency Rejection Efficiency Rejection Efficiency Rejection

Loose cuts | 86.64+0.2% | 825+35 | 89.6+0.1% | 620+25 | 915+0.4% | 550+20

Medium cuts | 80.64+0.2% | 4000+370 | 84.6+0.1% | 2300+170 | 86.7+0.5% | 1900+ 120

Table 8: Electron identification efficiencies and QCD dijatkground rejections obtained for loose and
medium identification cuts, including a calorimeter isiatcut (see text), and for three different et
-ranges. The signal electrons are frdm— e"e~ decays withm,, = 1 TeV and are required to ha#g

> 100 GeV.

4.3 Electrons in exotic events

High-mass di-electron final states are a promising soureaudy discovery physics, because of the sim-
plicity and robustness of very highr electron reconstruction, identification and resolutioerywhigh-

pr electrons refer here to those with transverse momentunin@grigom 100 GeV up to several TeV.
The backgrounds to very highr electron pairs are expected to be small, and, thereforg,loose or
medium identification cuts are considered here. Isolatectr@ns are required to satisfy the calorimeter
isolation cut described in Section 2.
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Figure 14 shows efficiencies as a functionef and |n| for the loose and medium identification
cuts, for electrons fronx’ — e*e~ decays withmy = 1 TeV [17]. From these curves, one can note
the slow increase in efficiency witkr before reaching a plateau in the very high- region. Overall
efficiencies of~ 90% and of~ 85% can be achieved for loose and medium electron cuts, atbsgg,
with a uniform behaviour limited to the barrel region, ig| < 1.5.

The QCD background rejection was studied as a function ofaghé&ransverse energy, as shown
in Table 8. Using the medium identification cuts, which cep@nd to an overall efficiency ef 85%, a
jet rejection factor of several thousand can be achieve#for- 100 GeV, which should be sufficient
to observe the signal in many exotic scenarios.

5 Electrons fromZ — eedecays in early data

The experimental uncertainty on the electron identificagfiiciency is expected to be the source of one
of the main systematic errors in many measurements, andtioydar in cross-section determinations. In
addition, a reliable monitoring of the electron identifioatefficiency is important in the commissioning
phase of the detector and software. The previous sectiomsdhawn detailed estimates of the expected
electron identification efficiency based on simulated sas\prI'his section focuses on the measurement
of electron reconstruction and identification efficienaiegg a data-driven approach basedZon- ee
events.

The tag-and-probe method [18] is used in this analysis.nsists of tagging a clean sample of events
using one electron, and then measuring the efficiency ofdataising the second electron from the
boson decay. Although more difficult because of triggeeghold issues and of more severe background
conditions, the same approach could be appliel) tp andY resonances, thus covering the lower end of
the pt spectrum [7].

5.1 Tag-and-probe method

The tag condition typically requires an electron identifiath tight cuts. Both electrons are also required
to be above gt threshold consistent with the trigger used. The invariaassrof the lepton pair is then
used to identify the number of tagged everitls, (containingZ — ee decays), and a sub-sampie,
where the second pre-selected electron further passesraggv of identification cuts. The efficiency for
a given signature is given by the ratio betwaérnandN;.

To account for background, the lepton-pair invariant masstsum is fitted around thé mass peak
using a Gaussian distribution convoluted with a Breit-Véigplus an exponential function. The dominant
background arises from QCD and is estimated using a proeeshplained in [18]; its contribution is
small in general and its impact on the measurement is therery limited.

The probe electron is checked against the selection as enoglecandidate (to which only the pre-
selection cuts are applied), and as a loose, medium or tigbtren. To monitor in detail the efficiency
dependence, the results are presented in binsasfd pr , at the expense of an increased statistical error
in each bin.

A quantitative comparison between the efficiency computéh this tag-and-probe method+)
and the efficiency obtained from the Monte Carlo truttyd) is used to validate the tag-and-probe
method.

5.2 Electron reconstruction efficiency

The reconstruction and identification of electrons is basesked-clusters in the electromagnetic calorime-
ter matched to tracks, as explained in Section 2. The tafyeteis a reconstructed electron selected using
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Figure 15: Efficiency of the electron pre-selection as ationcof || (left) andEr (right) forZ — ee
decays, using the tag-and-probe method and the Monte Caitttoinformation.

tight (isol) cuts and also required to pass the trigger EN&LTi [11]. The tag electron is also required to
be outside the barrel/end-cap transition regioB7{1< |n| < 1.52). The probe electron is pre-selected
by identifying a cluster in the opposite hemisphere, sueth tiine azimuthal difference between tag and
probe electrons iA@ > 3/4m. Both tag and probe electrons are required to Haye>15 GeV. The
invariant mass of the lepton pair is required to be betweear@D100 GeV. Figure 15 compareg
andevc as a function ofn| andEr . Table 9 summarises the results obtained for this first stepa
reconstruction and identification of the probe electron.

Er—range (GeV) 15-25 25—40 40-70

In|—range erp Agrp/mc erp Agrp/mc erp Agrp/mc
0-0.80 96.1+0.4 | 2.0+:0.4 | 96.2£0.2 | 0.1£0.2 | 99.0+0.1 | 2.0+:0.1
0.80—1.37 94.9+0.6 | 1.5+0.6 | 96.0+£0.2 | 1.6£0.2 | 95.1+0.2 | -0.5+0.2
1.52—-1.80 89.0+1.2 | 3.6+1.2 | 88.8£0.6 | 1.3£0.6 | 91.9£0.6 | 1.7+0.6
1.80—2.40 83.0+1.0| 0.6+1.0 | 83.2£0.6 | 0.8£0.6 | 84.9+£0.6 | 1.14+0.6

Table 9: Efficiency of the electron pre-selectiaaip, in percent as obtained from the tag-and-probe
method, for different ranges of electr@ and|n|. The errors quoted fogrp are statistical and cor-
respond to an integrated luminosity of 100 pb Also shown is the differencéderp e, between this
estimate of the pre-selection efficiency and that obtairséuthe matching to the Monte Carlo electron.

5.3 Electron identification efficiency.

In this section, the electron identification efficiency isgented with respect to the reconstructed elec-
trons discussed in Section 5.2. The QCD background was mstidered here, since it is less than a
few percent below th&-boson mass peak. The reconstructed probe electron wasechagainst loose,
medium and tight selection cuts. Table 10 summarises thdtsesbtained for this second step in the
reconstruction and identification of the probe electromuFé 16 shows as a function gf andpr the
comparison betweegrp and gy, for the medium cuts. The losses at higlare due to the material in
the inner detector, as discussed in Section 2.
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Figure 16: Efficiency of the medium electron identificatiantscrelative to the pre-selection cuts as a
function of |n| (left) andEr (right) forZ — eedecays, using the tag-and-probe method and the Monte
Carlo truth information.

5.4 Statistical and systematic uncertainties

A number of uncertainties may affect these tag-and-probe&saorements once the accumulated data will
provide high enough statistics to perform similar meas@m@sito those quoted above:

o Differences betweesrp andeyc
The relative differencéerp e in regions (inpr and|n|), where the efficiency is flat, is less
than 0.5%, assuming that the statistical erroregg is negligible. Agrpc marginally depends
on the definition of a true electron and the systematic uairdyt related to this is estimated to
be < 0.1%, when varying the cut on the separatiomifp space AR) between the reconstructed
electron candidate and the true electron.

e Statistical uncertainty.
The size of the availabl&-boson sample is a source of systematic error. With an iatedgdumi-
nosity of 100 pb?, the error is expected to be in the range 1-2%pr> 25 GeV, and~ 4% in
the low-pr bin.

e Selection criteria
Another source of systematic error comes from varying thectien criteria. For instance, un-
certainties introduced by varying the cut on fidooson mass or requiring an isolation criterion
for the probe electron were evaluated. The magnitude of tleertainty introduced is smaller
than 0.5% forpr > 40 GeV. At low pr , this uncertainty is estimated to be in the 1-2% range.

e QCD background contribution
Adding the expected contribution from the QCD backgrounthtsignal does not degrade the
results, except for.52 < |n| < 1.8, a region which is close to the barrel/end-cap transiten r
gion and also where the efficiency is not uniform. The contidn from the uncertainties on the
residual QCD background is expected to be negligible.

6 Conclusion

Excellent electron identification will clearly play an imp@nt role at the LHC, since higpr leptons
will be powerful probes for physics within and beyond therfgird Model. Based on this motivation,
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Loose 15-25 25—40 40—70
In\pr ETp Agrp/vc erp Agrp/vc erp Agrp/vc
0-0.8 952+20 | —414+£20]988+0.3| —054+0.3|998+0.1| 0.2+0.1
08—-137| 923+21 | —6.94+21|989+0.3| -0.7£0.3|996+0.2| 0.0+£0.2
152-18|1000+28| 1.74+28 |994+05| 0.04+05 |996+05| 0.0+0.5
18-24 | 988+16 | 06+17 |988+05| 00+05 |991+04 | -0.2+04
Medium 15-25 25—40 40—-70
Inf\pr ETp Agrp/mc erp Agrp/mc erp Agrp/mc
0-08 |836+23|—-43+27|897+07|—-08+08|926+05|-0.2+0.6
08—-137|7564+28| —-75+34|876+09| 0.7+10 |909+0.8| —-0.44+0.8
152—-18|719+44| 59+65 [769+19 | -22+24|836+19| 0.74+23
1.8-24 |780+27| 65+37 |792+14| 1.7+18 | 825+14|-10+16
Tight 1525 25— 40 40— 70
Inf\pr erp Agrp/mc erp Agrp/mc erp Agrp/mc
0-08 |687+26| -52+35|738+10|-12+13|770+£09|-15+11
08-14|618+30|-31+47|729+12| 07+1.7 |77.3+11| 02+15
15-18|557+45| 68486 |659+21|-08+31|737+£22| 1.2+31
18-241662+30| 85+49 |660+16| 26+25 |734+16| 0.7+22

Table 10: Loose, medium and tight electron identificatidiciencies relative to the pre-selection effi-
ciencies for different bins ifer and|n|. The first error is statistical and corresponds to an intedgra
luminosity of 100 pb?® . The second error is the difference obtained betwserandeyc.

various algorithms and tools have been developed to effigieeconstruct and identify electrons and
separate them from the huge backgrounds from hadronic jets.

Presently, two reconstruction algorithms have been imeteged in the ATLAS offline software, both
integrated into one single package and a common event mbkelfirst one relies on calorimeter seeds
for reconstructing electrons, whereas the second algonithies on track-based seeds, is optimised for
electrons with lower energies, and relies less on isolation

The calorimeter based algorithm starts from the recongduduster in the electromagnetic calorime-
ter, then builds identification variables based on inforamafrom the calorimeter and the inner detector.
The rejection power with respect to QCD jets comes almosteiyntrom the identification procedure.
Depending on the electron transverse energy and the anadgiirements, rejection factors of 500 to
100 000 can be achieved, for efficiencies of 88% to 64%, usisignale cut-based selection. More re-
fined identification procedures combining calorimeter andk quantities using multivariate techniques
provide a gain in rejection of about 2040% with respect to the cut-based method, for the same effi-
ciency of 61— 64%. Alternatively, they provide a gain 0£510% in efficiency, for the same jet rejection

(tight and medium cuts).

Electrons in the forward region can also be identified andusdpd from the background. A simple
cut-based method, exploring the energy depositions inrtheriwheel of the electromagnetic end-cap
calorimeter and in the forward calorimeter as well as theveeshape distributions, shows that99%
of the QCD background can be rejected, for an electron ffieaion efficiency of~ 80%. This per-
formance should be sufficient to select cleanly, for example— ee decays with one electron in the

forward region.
Studies of the strategies for measuring efficiencies anelriales in early data show that the tag-and-

91



ELECTRONS AND PHOTONS — RECONSTRUCTION AND IDENTIFICATION OF ELECTRONS

probe method is a good tool to estimate the electron idetiific efficiency and to control the reliability
of the Monte Carlo simulation. With 100 pb, the method is limited by the statistics of the Z sample,
whereas its systematic uncertainty is of the order of 1 to 2 %.

The work presented here primarily addresses the descriptid performance of the offline recon-
struction and identification of electrons. However, it albees an overview of the possible path towards
physics discoveries with electrons in Higgs, SUSY, andie)suatenarios.
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Reconstruction and Identification of Photons

Abstract

This note presents the description and performance of phidentification
methods in ATLAS. The reconstruction of an electromagnehiject begins
in the calorimeter, and the inner detector information ihetees whether the
object is a photon - either converted or unconverted - oreetn. Three pho-
ton identification methods are presented: a simple cutebassthod, a Log-
likelihood-ratio-based method and a covariance-mataigelll method. The
shower shape variables based on calorimeter informatidrtrack informa-
tion used in all three methods are described. The efficisrfoiesingle pho-
tons and for photons from the benchmatk— yy signal events, as well as the
rejection of the background from jet samples, are preserited performance
of the cut-based method on highk- photons from a graviton decay process
G — yyis also discussed.

1 Introduction

Isolated photons with large transverse momentpm,in the final state are distinguishing signatures for
many physics analyses envisaged at the LHC. The Higgs leantés been sought over several decades
in many high-energy experiments, including those curyenthning at the Tevatron. It is understood
that if the Standard Model Higgs particle exists, and uititas not violated, its mass is within the reach
of LHC. As described in detail in other parts of this work [flhile the expected cross-section times
branching ratio of the Higgs particle decaying into the twoton final state is relatively small, given its
distinct signature, isolated highr photons may play a significant role in discovering the Higgdiple

in the low mass region. In addition, very high- photons are also signatures of more exotic particles,
such as the graviton predicted in Ref. [2], which is expetteldave mass larger than 500 GeV. These
photons appear as a single, isolated objects with most of ¢hergy deposit in the electromagnetic
compartment of the calorimeter. Thus the primary sourcd&okground to these photons, namely fake
photons, result from jets that fluctuate highly electronsdignwhich contain a high fraction of photons
from neutral hadron decays, suchrds— yy.

Since the ATLAS electromagnetic calorimeter [3] is highbgsented with a three-fold granularity
in depth and with am x ¢ granularity in the barrel of 003x 0.1, 0.025x 0.025, and 05 x 0.025, re-
spectively, in the front, middle and rear compartmentssésdiby a pre-sampler in front of the calorime-
ter, photon identification methods in ATLAS should be muchrenpowerful that those used in past
experiments. The experiment also employs elaborate trigggtems that select electrons and photons
efficiently, as described in detail in Ref. [4].

This paper presents three ATLAS photon identification meashand their performance for single,
isolated photons as well as for photons from physics presess

2 Data samples

TheH — yy (my = 120 GeV) process is used as the primary signal benchmarklsdonpnediumpr
photons and with the pile-up that corresponds to the instetus luminosity 7§ cm—2s~1. Rejection
studies were conducted using a pre-filtered jet sample Kidescin details in Ref. [5]), containing all
relevant hard-scattering QCD processes vgth> 15 GeV. A filter is applied at the generator level,
requiring the summed transverse energy of all stable pesti@xcluding muons and neutrinos) in a
region of Ap x An = 0.12<0.12 to be above 17 GeV. A total number of 3 million events wesed
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in rejection studies. Two additional samples with 150 Ge\pt < 280 GeV (Jetb) and 28& pr <
400 GeV (Jet6) were also employed for high{photon rejection studies. Finally, an additional 300,000
eventy+jet sample has been used for rejection and fake rate studies

In addition to these signal and background samples, the tidentification methods described in
this paper were developed using single photon samples tswéth no activity except the photon -
with full detector simulation in the energy range 2@000 GeV with flat pseudorapidity distributions
over|n| < 2.5. For highpr photons, graviton samples with masses of 0.5 and 1.0 TeV eveptoyed.

All the samples used in this note were generated using PY Tatidits fragmentation scheme and
were passed through the full detector simulation. Someetimulations were done with the nominal
geometry and material distribution (“ideal”) and othershnadditional material added (“distorted”).

In order to maintain the consistency between differentisgydhe following requirements and defi-
nitions are used for efficiencies and rejections.

e Truth match: the reconstructed photons must lie within @&afiradiusA R= /An?2+A¢@? < 0.2
of the true photons in the simulation.

e The reconstructed photons must be within the fiducial volupseudorapidity 6< |n| < 1.37 or
1.52 < |n| < 2.47 to avoid the overlap between the barrel and end-cap oedters.

Using the base samples that satisfy the above requirentbatsfficiency is defined as follows:

N;eco
€= N{/ruth (1)

whereN{,rUth is the number of true photons in the simulation that satiifiha requirements above with
the trueEr greater than either 25 GeV or 40 GeV ahd;‘?w is the number of reconstructed photons that
satisfy all the requirements with the triig greater than either 25 GeV or 40 GeV and that pass the
threshold for one of the three methods.
Similarly, the rejection from the pre-filtered jet sampled@nputed as follows:
M M2 @

Ntakey N2 €y filter

whereNjg is the total number of jets reconstructed in the normabsasample (same generation as the
reconstructed sample but without the filter requiremergsjguparticle four-momenta from the generator
hadron level within a cone siz&R = 0.4, andN,(= 400,000) is the number of events used in this
normalisation sample. The values M« /N> in the fiducial volume ofn| < 1.37 or 152 < |n| < 2.37
are 0.226 for jets witlEr > 25 GeV and 0.042 for jets witkr > 40 GeV.Nsaey is the number of
fake photons in the reconstructed (filtered) sample wittctmeidates that matched to true photons from
the hard scatter or from quark bremsstrahlung removedNagd 3,095 900) is the number of events
analyzed from this sample. Finallg,_tiiter (= 0.082) is the efficiency of the generator level filter applied
to the jet sample.

3 Photon identification methods

As discussed in previous sections, three photon ideniditahethods have been developed and are
available at present in ATLAS: a simple cut-based identificeamethod, a Log-likelihood-ratio-based
identification method (LLR) and the covariance-matrixdzhsdentification method (H-matrix). A par-
tial description of the basic electromagnetic object retaction and a detailed presentation of their
calibration can be found in Ref. [6].
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3.1 Characteristic variables and cut-based photon identiiation

In order to separate real photons from fake photons reguitom jets, several discriminating variables
are defined using the information both from the calorimesexthe inner tracking system. Cuts on these
variables are developed to maintain high photon efficieneyén the presence of pile-up resulting from
the overlapping minimum bias events due to high instantasmégninosity at the LHC. The discriminat-
ing variables used in this study are the same as in previogkest [7-11]. Calorimeter information is
used to select events containing a highelectromagnetic shower. The fine-grained first compartment
allows to reject showers from photons framfl decays. Track isolation is used to improve the rejection.
Only electromagnetic clusters wil > 20 GeV are used in this study.

3.1.1 Variables using calorimeter information

In the electromagnetic calorimeter, photons are narrowatbj well contained in the electromagnetic
calorimeter, while fake photons induced from jets tend teeha broader profile and can deposit a sub-
stantial fraction of their energy in the hadronic calorieretHence, longitudinal and transverse shower-
shape variables can be used to reject jets.

e Hadronic leakage : The hadronic leakage is defined as the ratio of the transesrsegy in the
first layer of the hadronic calorimeter in a winddw) x A = 0.24 x 0.24 to the transverse en-
ergy of the cluster in order to avoid boundary effects thatidwesult from using readout cells.
Real photons are purely an electromagnetic object, therefey deposit their energy primarily
in the electromagnetic compartment of the calorimeter.eRatotons induced from jets contain
hadrons that would penetrate deeper into the calorimeteositing sizable energy beyond the
electromagnetic calorimeter.

¢ Variables using the second compartment of the ECAL Electromagnetic showers deposit most
of their energy in the second layer of the electromagnetioricaeter. For this reason several
variables that measure the shape of the shower are avaisiiddows:

- The real photons deposit most of their energy iArax Ap = 3 x 7 window (in units of
middle cells). The lateral shower-shape variabRsandR,, are given by the ratio of the
energy reconstructed in>37 middle cells to the energy inx 7 cells and the ratio of the
energy reconstructed inx33 cells to the energy in 8 7 cells, respectively. Due to the effect
of the magnetic field increasing the width of the convertedtph contributions in thep
direction,Ry, is less discriminating thaRy,.

- The lateral width im is calculated in a window of 8 5 cells using the energy weighted sum

2
over all cells.w, = \/ﬂE{EC”CZ) — [z“;éc”ﬂ , WhereE. is the energy deposit in each cell,

andn_ is the actuah position of the cell represented by the center of the ceff direction.
Thereforews is given in units of). A correction is applied as a function of the impact point
within the cell to reduce the bias from the finite cell size.

e Variables using the first compartment of the ECAL : Cuts applied on the variables in the
hadronic calorimeter and the second layer of the electroetag calorimeter reject jets which
contain high-energy hadrons and resulting broad showets.céntaining single or multiple neu-
tral hadrons such ag and7®, provide the main contribution which can fake photons. Tealout
of the first layer of the calorimeter uses strips and provigey fine granularity in pseudorapidity.
Thus, the information from this layer can be used to idergiffpstructures in the showers and dis-
tinguish isolated photons from the hard scatter and phdtons 7° decays efficiently. The lateral
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shower shape in the strips is exploited figf < 2.35 where the strip granularity is sufficiently fine,
as long as a 0.5% or larger fraction of the total energy ismrsiracted in this layer.
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Figure 1: Distributions of the mean of each calorimetriccdiminating variable as a function of the
pseudorapidityn| for true and fake photons (before cuts) with 2@t < 30 GeV. The samples have
been simulated with the geometry under the realistic algmmscenario and additional material.

- Since the energy-deposit pattern fraffis is often found to have two maxima due t8 —
yy decay, showers are studied in a winddwy x Ap = 0.125x 0.2 around the cell with
the highestEr to look for a second maximum. If more than two maxima are fothral
second highest maximum is considered. The following twadeldes are constructed using
the information from the identified second maximum:

e AEs = Emaxo— Emin, the difference between the energy associated with thendaoax-
imum Enax2 and the energy reconstructed in the strip with the minimuhaeydound in
between the first and second maxir&an.

® Rmax2= Emax2/(1+9 x 107 3E7/GeV), whereEr is the transverse energy of the cluster
in the electromagnetic calorimeter. The value of the seconagimal energy deposit is
corrected as a function of the transverse energy of theetltsiminimise its sensitivity
to fluctuations [9, 10].

- Fsige = [E(£3) —E(£1)] /E(£1), the fraction of the energy deposited outside the shower
core of three central strips. The varialdlé+n) is the energy deposited i n strips around
the strip with the highest energy.

- W3 = \/z Eix(i— irmx)z/in, the shower width over the three strips around the one with
the maximal energy deposit. The indeis the strip identification numbery. the identi-
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fication number of the most energetic strip, @fds the energy deposit in strip w3z is
expressed in units of strip cells and corrected for impacitpependence [9].

- Wstor the shower width over the strips that cover 2.5 cells of dwad layer (20 strips in the
barrel for instance). It is expressed in units of strip cells

Figure 1 shows the average values of the calorimeter-basedndinating variables as a function
of the absolute value of pseudorapidity. Features in thesglan be explained by: upstream material
thickness which increases with pseudorapidity in the tigohgy/sical cell-size changes in the end-cap to
maintain a constant granularity m-¢; and the change in the granularity of the first layer in the-end
cap. In particular, the rise &yaxe and ofAEs for |n| > 1.5 stems from a combination of effects from
the variation of the quantity of the upstream material arghges in the strip-cell sizes in the end-cap
calorimeters. The dip in the hadronic leakage variable figae 1.1 corresponds to a smaller coverage
by the first hadronic layer in this region.
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Figure 2: Normalised distributions of the discriminatirgyiable for|n| < 0.7 for true and fake photons
(before cuts) with 26< Er < 30 GeV. The samples have been simulated with the geometmgr uhe
realistic alignment scenario.

The cut values are tuned separately in six pseudorapidigyvials in|n| < 2.37 to reflect the pseu-
dorapidity dependence of these variables. The subdivisionotivated by the varying granularity and
material in front of the electromagnetic calorimeter. Theumtities calculated using the first compart-
ment can be used only in the regiomg < 1.37 and 152 < |n| < 2.37 since there are no strips in the
crack region or beyon¢h| > 2.40. In addition, up to eight different bins in transversergpere also
used for the cut value adjustment. Figure 2 shows the disiifis of the variables in the firgt bin and
in one energy bin. The dashed vertical lines represent theatwes in this bin. The variables are shown
for all reconstructed electromagnetic objects before. cuts
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Figure 3: Effect of pile-up and distorted material on mealues of two shower-shape variables for
photons fromH — yy decaysR, (left) and energy of the second maximum in the first layerhgig

Figure 3 shows the impact of pile-up and additional matdrédbre the calorimeter on the shower-
shapes for photons from Higgs decays. The impact of the langeunt of additional material in the
transition region, 5 < |n| < 1.8, in the realistic alignment geometry can clearly be seetwfo shower-
shape variables. While pile-up at a luminosity of36m~2s! does not change the average shower
shape significantly as can be seen for the two variables r&ig, it is observed that it does increase
RMS of the distributions.

At present, the same cuts are applied for converted and ueded photons. Studies of thyer®
separation, however, have shown that if conversions caddgiiied efficiently, different cuts can be
applied for converted and unconverted photons [12], whilictimprove rejection by 10-20% while
maintaining the same overall photon identification efficien

The cuts have been chosen comparing the photons temyy decays to fake candidates in inclu-
sive jet samples. For this optimisation, samples genenaitdrealistic alignment geometry and pile-up
have been used. Some improvement in the performances shewdssible at higheEr for further
refinement and optimisation in some of the variables, sudtadeonic leakage. The rejection presented
in this paper has been estimated on a sample statisticalypendent from the one used to tune the cuts.
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Figure 4: Normalised distribution of the track-isolaticariable for events passing the calorimeter selec-
tion criteria. Left: comparison of true and fake photonsgtRi comparison of early conversions (true
conversion radius less than 40 cm) and late conversiors ¢omversion radius above 40 cm) for photons
fromH — yy decays.
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3.1.2 Track isolation

After the calorimeter cuts, the contamination of the insleissignal from charged hadrons is greatly
reduced. The remaining background is dominated by low trackiplicity jets containing higher m°
mesons. In order to further remove fake photons from thdasetjee track-isolation variable is defined
as the sum of ther of all tracks withpr above 1 GeV withilAR < 0.3, whereAR s then — @ distance
between the track position at the vertex and the clusteraient Track pr > 1 GeV is imposed to
minimise the effect of pile-up and underlying events.

Since the tracks from photon conversions should not be declun computing this variable, some
additional selections are applied to tracks withiR < 0.1 of the cluster centroid. The impact parameter
with respect to the beam line must be less than 0.1 mm. Thie framust not exceed 15 GeV to remove
tracks from very asymmetric conversions, must not be patretonstructed conversion vertex and must
have a hit in the innermost pixel layer.

The plot on the left in Fig. 4 shows the distribution of theckrasolation variable for true and fake-
photon candidates, after the calorimeter shower-shape Aut additional rejection of factor 1.5 to 2 is
possible for a relatively small efficiency loss. The plot ba tight in this figure shows the track-isolation
variable for early converted and late converted photonse difierence between the two distributions
is rather small, showing that the tracks from conversiong Hzeen efficiently removed. At present, a
4 GeV upper cut on the track-isolation variable is appliadiits method.

3.2 Log-likelihood-ratio-based photon identification

In the Log-likelihood-ratio (LLR)-based method, the distition of each of the shower-shape variables
is normalised to unity to obtain the probability density dtians (PDF). The shower-shape variables
are pseudorapidity-dependent, so they are separatedrineigions of|n| and three bins irpr for this
method. The PDF’s are obtained using 1.6 milligijet events which provided slightly over 100,000
events in each bin. Since the statistics for the PDF comipuatéd somewhat low in some kinematic
phase-space regions, further improvement can be obtainedihg tools to smooth the PDF’s to com-
pensate for the low statistics [13]. Once the PDF’s are &stedul, the Log-likelihood-ratio parameter is
defined as:

LLR= iln (Lg/Lpi), 3)

whereLg andLy are PDF’s of thé'" shower-shape variable for the photon and the jet, respdgtiv

The shower-shape variables used for the LLR method wereathe as those used for the cut-based
method described previously. Track isolation was alsouthetl as a discriminating variable in Equa-
tion 3. Figure 5 shows the LLR parameter distribution for foins and for jets. The LLR cut can be
tuned ovem and pr to obtain an optimal separation between photons and jets.

3.3 Covariance-matrix-based photon identification

The shower-shape variables associated with a photon shoviles calorimeter are correlated. The co-
variance matrix (H-matrix) technique takes advantageeasetcorrelations. The technique was employed
successfully in the DO experiment at the Tevatron and wed tsidentify electrons [14].

The ten photon shower-shape variables used in the ATLAS tibhmaethod are as follows:

¢ Five longitudinal shower-shape variables: fraction ofrgpeleposited in pre-sampler layer; frac-

tions of energy deposited in sampling layers 1, 2 and 3 stgdgrand the hadronic leakage, the
energy leakage into the first layer of the hadronic calorgmet
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Figure 6: The distributions of H-matrix? for photons from thed — yy sample (solid histogram) and
for jets from the inclusive jet samples (dashed histogram).

e Five transverse shower-shape variables: the ratio of taegygrn 3x 3 cells to the energy inX 7
in the second sampling layer of the electromagnetic caketemw; g, the corrected width in 3
strips in sampling layer 1w, the corrected width in a 8 5 window in sampling layer 2; the
energy outside of the shower cof®, the ratio of energy in a 3 3 to a 3x 7 window around the
cluster centroid.

Using the above variables, a covariance maivixjs constructed as follows:
1 _ _
Nzwzl(yi(n) - (yﬁn) -9, (4)

where indices and j run over the ten variable$y is the total number of photons used in the training
sample,y’j" is the jt" variable for then'" photon candidate, any is the mean value ofj variable for the

Mij:
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control sample electrons/photons. These matrix elemeatsomstructed for eaahbin and parametrised
for energy dependences. The photon likeness of an objéerigneasured by the value of th& defined
as follows:

X2 =20 (™ — M (V™ — 5) 5)

whereH = M~1, the inverse of the covariance matrix, and the indicaad j run from 1 to the total
number of variables (ten) which is the same as the dimengitreanatrix,dim.

The mean value of thg? is close to the number of dimensions for a photon shower. fibpes of
the distributions of the selected shower-shape varial#eemtl on the) and the energy of the incident
photon. These effects are taken into account in the conistnuof the H-matrix using single photon
samples of energies 10 — 1000 GeV generated flgj imand parametrising each of the covariance terms
in the matrixM of Eqg. 4 as a function of the photon energy. The parametisats a function of photon
energy is obtained in each of the {2bins. The discrimination power of the H-matrix between real
photons and jets is well illustrated in Fig. 6, where gtedistribution of the H-matrix for the jet sample
is contrasted to that obtained from photons fridm- yy decays.

Since the H-matrix implementation at this time does notudelthe same variables as the other two
methods, its performance is currently not directly compkera Consequently, the performance is not
reported here, although the method is decribed for comeste
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Figure 7: Efficiency of the calorimeter cuts as a function séydorapidity (left) and transverse en-
ergy (right) of the photons for the distorted geometry.

Efficiency ¢ (calorimeter cuts) ¢ (track-isolation cut)
Nominal geometry no pile-up (87.6£0.2)% (99.0+0.1)%
Nominal geometry with pile-up (86.6+0.5)% (98.0+0.2)%
Distorted geometry with pile-up  (83.6+0.2)% (98.1+0.1)%

Table 1: Overall efficiency for photons frorh — yy decays for three different simulation choices.

4 Photon identification performance for medium-pt photons

This section describes the performance (efficiencies gadtiens) of the cut-based method and the Log-
likelihood ratio method on mediumy photons, in particular the photons frash— yy decays and the
jet background samples described in Section 2.
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4.1 Performance of the cut-based method

In the performance studies presented in this section, @h®ructed electromagnetic objects, including
both electron and photon candidates are considered. Thieéy as defined in Section 2 includes both
the reconstruction efficiency and the efficiency of the idigattion cuts.

Figure 7 shows the efficiency of the calorimeter cuts for phstwithEy > 25 GeV fromH — yy
decay as a function of pseudorapidity (left) and transvenszgy (right) for events in the presence of the
pile-up expected at a luminosity of ¥ocm~2s1. The optimisation of the cuts for thé — yy signal has
led to an efficiency which is uniform fdgr > 40 GeV, but which decreases substantially below 40 GeV
because of the much larger fake backgrounds from jets eegbettthese lower transverse energies. The
average efficiencies of the calorimeter and track-isatatiots are summarised in Table 1.

All Quark jets Gluon jets
N(jet)/N(generated events) 0.23 0.056 0.177
Before isolation cut
N(fake)N(filtered events) | (5.43+0.13).10* | (3.870.11).10* | (1.44+-0.07).10%
Rejection 5070+120 1770+50 150006+700
After isolation cut
N(fake)N(filtered events) | (3.38£0.10).10% | (2.47+0.08).10“ | (0.78+0.49).10*
Rejection 8160t 250 2760+100 2750G:2000

Table 2: Rejection (Equation 2) measured in the inclusivegeple forer > 25 GeV

All Quark jets Gluon jets
N(jet)/N(generated events) 0.042 0.011 0.034

Before isolation cut
N(fake)N(filtered events) | (1.16+0.06).10* | (8.3+0.5).10° | (2.8+0.3).10°
Rejection 4400+230 1610+100 150006£1600
After isolation cut
N(fake)N(filtered events) | (6.4+£0.4).10° | (4.6£0.5).10° | (1.5+0.2).10°
Rejection 7800+£540 2900+£240 2800Q£4000

Table 3: Rejection (Equation 2) measured in the inclusivegeple foler > 40 GeV

The rejection from the pre-filtered jet sample is computadgugquation 2. The rejection is com-
puted separately for all jets, for quark-initiated jets dadgluon-initiated jets. The quark or gluon
initiation is defined using the type of the highé&st parton from the PYTHIA record inside the cone
AR = 0.4 around the reconstructed jet object. The rejection vaduessummarised in Table 2 for the
three categories of jets. A small fractior (L-2%) of jet objects are not classified, so the sum of quarks
and gluons is slightly smaller than the total. A &jt> 25 GeV is applied to both reconstructed photons
and jets. Table 3 shows the same computation, buEfar 40 GeV.

Figure 8 shows the fake rate, defined as the inverse of thaimjeas a function of pseudorapidity for
all jets withEt greater than 25 GeV. There is a slight increase of fake raadiasction of pseudorapidity
due to the increase in material in front of the calorimetdriclvimposes somewhat looser cuts to preserve
a constant efficiency. Some additional increase hepe 1.1 is also visible probably coming from the
reduced energy in the first layer of the hadronic calorimateipointed out previously. This effect,
however, gives a less than 10% increase in the overall fage ra
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Figure 9:E7 spectra from the inclusive jet sample, for the generated getid squares for full simulation
and solid triangles for uncorrected jets from parametriastisimulation) and the fake-photon candidates
before (inverted solid triangles) and after (open circtas)track-isolation cut. The normalisation is that
predicted by PYTHIA.

Figure 9 shows th&r distribution of the jets and of the fake photon candidatdereeand after the
track-isolation cut. This figure also shows that the regectt 25 GeV isc 30% lower if the normalisa-
tion is based on the uncorrected parametrised jets fromasiesimulation, as was done in Ref. [11].

Figure 10 shows tha® content of the fake-photon candidates at three differeniesels; all recon-
structed electromagnetic objects, after the cut on thedméalleakage and the second layer shower-shape
variables (Had+S2) and after all the cuts (Had+S1+S2). & fatoton is defined as coming fronTi if
the energy of the leading® in the cone of 0.2 around the cluster centroid is more than 80¢te recon-
structed cluster energy. The figure shows already afterabensl layer shower-shape cuts, the dominant
background contribution comes fron? as expected. After all cuts, the fraction 1t is ~ 70% of the
remaining fake-photon candidates.

Figure 11 shows the rejection of the cuts on the first layeiaites for candidates from singié’s
passing the cuts on the hadronic leakage and the secondslayser-shape variables. As expected, the
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Figure 11: Rejection of the strip-layer cuts against faketphs coming from “single’r® in the jet
sample as a function of the transverse energy, for threerdiit pseudorapidity regions.

rejection power against these isolatgts decreases with energy, as the opening angle between the tw
photons fromr® decays become smaller. The rejection is also better in theateart in the barrel as
there is less material than in the highgepart of the barrel, and also opening angle is larger thanen th
end-cap for the samgr . As a cross-check, Fig. 12 shows the efficiency of the caletiémcuts for single
photons and single® of E1 = 40 GeV, as a function of pseudorapidity. Again, the reecis slightly
higher than 3 in the central part of the barrel calorimetet isnn reasonable agreement with findings
from previous studies [15].

The rejections measured in these studies have to be takbncarié as they rely strongly on the
modelling of the fragmentation tail in PYTHIA and the desailf the simulation of the detector response.
A discussion of the first effect can be found in Ref. [8] fromigthone would expect an uncertainty of
50— 100%, and where the uncertainty is larger for gluon initdgeds. In addition, a recent investigation
on the differences in fragmentation algorithms in PYTHIAI&ERWIG shows appreciable differences
in 7° production rates. Some differences in rejection are goatied if the momentum distributions of
the s from the two fragmentation algorithms differ.

4.2 Performance of the Log-likelihood-ratio method

The efficiency for the Log-likelihood-ratio (LLR) method ¢é®@mputed for individual photons from the
H — yy events generated with the nominal geometry. Figure 13 stimyshoton efficiency as a function
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Figure 12: Efficiency of calorimeter cuts versus pseudaigpfor 40 GeVEr single photons and®
(distorted geometry without pile-up).

of pr (left) andn (right) for LLR cut values set at 8, 9 and 10. The overall efiigies for LLR cuts
at 8, 9 and 10 are summarised in Table 4. Jet rejection (left)photon identification efficiency (right)
are shown in Fig. 14 as a function of LLR cut parameter valoeshiree different jeppr ranges which
correspond to the three mean gt values indicated.

Et > 25 GeV Et > 40 GeV
LLR cut LLR>8 LLR>9 LLR> 10 LLR>8 LLR>9 LLR> 10
Efficiency(%) | 87.6+0.3 84.3+0.2 80.0+0.2 86.4+0.3 832+0.2 79.0+0.2
Rej.(y+jet) 16604+170 | 2190+260 | 29304390 1690+ 140 21704+ 210 26504280
Rej. (di-jet) | 6820+440 | 8930+ 650 | 12430+ 1070 | 6780+ 1000 | 7800+ 1230 | 11550+ 2220

Table 4: Overall photon efficiencies and jet rejections fiecent Log-likelihood ratio (LLR) cut values.

Figure 13 shows ther-dependence of the photon efficiency. A looser cut on wshotons seems
to be beneficial in order to retain a flat photon efficiency asretion of pr. Furthermore, it might also
be useful to parametrise the LLR cut values as a function ofqvhpr for further optimisation. The
jet rejection is als@r-dependent as shown in the plot on the left in Fig. 14. A hacodéon LLR for
varying jetpr can help to keep the rejection constant as a functioprof

The rejection for jets frony+jet and di-jet samples are shown in the fourth and fifth rawEable 4.
The cuts on the photon and jpt are 25 GeV and 40 GeV, respectively. The rejection agaitstiem
the di-jet samples is significantly higher than that from gt samples. This is largely due to the fact
that the jets in/+jet events are dominated by quark-initiated jets whileséhim di-jet events are enriched
with gluon-initiated jets.

5 Photon identification performance for high-pt photons
Searches for particles of very high mass decaying to phptareh as the Randall-Sundrum graviton, G,

decaying viaG — yy [2], require excellent detector and patrticle identificatiperformance in a kine-
matic region very different from the benchmatk— yy process. Ther-dependent effect caused by
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photons are frond — yy decays simulated with the nominal geometry.
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differences in kinematics can complicate high-mass grawearches because they modify the shape of
background distributions as a function of the two-photariiant massm,,.

The performance of the cut-based identification method ifgh-pt photons has been investigated.
Studies of the shower characteristics of the photons iklthe yy andG — yy (mg = 500 GeV) processes
found only minor differences in most of the shower-shapé&des. In the absence of the track-isolation
cut, the photon efficiency as a functionm@f in both the barrel and end-cap calorimeters is approximatel
constant abover = 50 GeV. The barrel and end-cap photon electromagnetic saemtion efficiencies,
before applying any identification or isolation cuts, anerfd to be within 10% of one another for photons
from graviton decays. After applying photon identificatlout no isolation requirements, the efficiencies
are 0829+ 0.004 in the barrel and.639+ 0.010 in the end-cap calorimeters fpf > 100 GeV and
mg > 500 GeV.

An isolation variable based on the calorimeter energy inread sizeAR = 0.45 around the cluster
centroid was studied. The cut on the calorimeter isolatias wbserved to produce roughly constant
efficiency as a function opr. A linearly pr-dependent selection cut was determined for barrel and
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Figure 16: Fake-photon rejection as a functionpsfof the reconstructed photon object for high-
binned di-jet samples in the barrel (left) and end-cap {Jighlorimeters.

end-cap photons independently. The efficiencies of thlsdependent cuts for barrel and end-cap
calorimeters are shown in Fig. 15 for photons from 500 GeWigya decays. As can be seen in the
figures, thesgr-dependent isolation cuts show about.&% reduction in efficiency for photons over

the entirepr-range.

The Jet5 and Jet6 highr jet samples discussed in Section 2 were used for rejectiatiest Fig-
ure 16 shows ther dependence of jet rejection with and without the calorimer®rgy isolation cuts. It
can be seen that while the efficiency loss is small, emplotfiegsolation cut increases rejection across
the full pt range. In particular, the region belggy = 500 GeV shows a factor-5 10 increase in re-
jection. Table 5 provides the measured rejections in theeband end-cap calorimeters using these two
di-jet samples.

6 Comparison of the photon identification methods

Figure 17 shows the rejection and efficiency curves for twihefthree currently available photon iden-
tification methods - the cut-based method and the Log LikelhRatio method - foy+jet generated

in specific photon momentum bins and the benchntark: yy samples. Similarly, Fig. 18 shows the
rejection and efficiency curves for these methods for daetH — yy samples. Tables 6 and 7 provide
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numerical comparisons of fake-photon rejections for the tmethods, for similar photon identification
efficiencies and for thg+jet and di-jet samples, respectively.

The y+jet events, with jets dominated by quark-initiated jets,the source of the largest background
to theH — yy process. It is apparent from Figs. 17 and 18 that the methed®udstrate significantly
reduced rejections for jets from thejet samples than for those from di-jet samples whose jetpia-
dominantly from gluons. As discussed in previous sectithis,difference in rejection can be attributed
to the fragmentation differences between the quark andhghitated jets.

Finally, Figs. 17 and 18 also illustrate that, for equal @éficies, the Log-likelihood ratio method
and the cut-based method perform comparably in rejectisg je
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Figure 17: Jet rejection vs photon efficiency for binneget andH — yy benchmark samples for
p/,pi* > 25 GeV(left) andp?, pi¥ > 40 GeV(right).
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Figure 18: Jet rejection vs photon efficiency of the two mdthor filtered di-jet andd — yy benchmark
samples fop!, pi¥ > 25 GeV (left) andp, pi¥ > 40 GeV (right).

7 Conclusions

This note presents the three photon identification methedsldped in ATLAS, the cut-based method,

the Log-likelihood ratio (LLR)-based method and the caaacie-matrix-based method (H-matrix). The

efficiencies and fake-photon rejections of the first two radthhave been measured using fully simulated
H — yy (my = 120 GeV}, y+jet and filtered electromagnetic di-jet samples. The asted and LLR
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methods show similar rejection factors at equal efficienci€he strength of the continuous methods
such as the LLR and H-matrix is the ability to vary the cuts afRlor x2 values to optimise for specific
physics analyses. The performance of the cut-based metinogeify highpr photons from Randall-
Sundrum graviton samples has also been studied and, wiileuthselection was optimised at low-
pr compared to the signal in the graviton sample, the efficiereeyains high. While the currently
available photon identification methods perform very weliéjecting background, with high efficiency
in retaining photons, it is of critical importance to studhetperformance of the methods with beam-
collision data.

Region | Rejectior{x10%) | Rejectior{x10°)
Barrel 1.544+0.05 3.85+0.03

End-cap 0.64+0.03 1.1440.08
Total 1.254+0.03 2.78+0.08

Table 5: Jet rejections obtained using two binned di-jetdas with the cut-based photon identification
without (left) and with (right) the track-isolation cut

Er > 25 GeV Er > 40 GeV
LLR Cut-based LLR Cut-based
Efficiency (%) | 84.3+0.2 | 845+0.2 | 87.1+0.2 | 86.3+0.2
Rejection 21904250 | 1940+230 | 21704210 | 2030+190

Table 6: Comparison of jet rejectiopjet sample) versus photon efficiency for the cut-based dariel L
methods.

Er > 25 GeV Er > 40 GeV
LLR Cut-based LLR Cut-based
Efficiency(%) | 84.3+0.2 | 84.64+0.2 855+0.2 86.3+0.2
Rejection | 89304650 | 8240+ 270 | 91704+1570| 9240+ 710

Table 7: Comparison of jet rejection (di-jet sample) verghston efficiency with the cut-based method
and the Log-likelihood (LLR) method.
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Reconstruction of Photon Conversions

Abstract

The reconstruction of photon conversions in the ATLAS detector is important
for improving both the efficiency and the accuracy of the detection of particle
decays with photon final states, including H — 7yy. In this note, the perfor-
mance of the reconstruction of photon conversions for simulated events of dif-
ferent types is described, using both standard inside-out tracking and the more
recently implemented outside-in tracking.

1 Introduction

Reconstruction of photon conversions in the ATLAS detector is important for a variety of physics mea-
surements involving electromagnetic decay products. In particular, the efficiency of detection of particles
with high-mass di-photon final states, such as the Higgs boson or a heavy graviton, is greatly enhanced
by efficient conversion reconstruction. Conversion reconstruction will also be used for detector-related
studies: mapping the locations of the conversion vertices provides a precise localisation of the material
in the ATLAS inner detector.

As photons may convert at any point in the tracker in the presence of material, the ability to recon-
struct conversions will depend strongly on the type of tracking algorithm used. Due to the structure of
the ATLAS tracker, photons which convert within 300 mm of the beam axis may be reconstructed with a
high efficiency with standard (inside-out) Si-seeded tracking, while photons which convert further from
the beam pipe may only be reconstructed using (outside-in) tracks, which begin with TRT seeds with or
without associated Si hits. Track reconstruction will be discussed in Section 2, while the reconstruction
of conversion vertices will be discussed in Section 3, and the overall reconstruction of conversions will
be discussed in Section 4. Applications of photon conversion reconstruction in the case of neutral pion
decays and low-pr photons as well as the application of conversion reconstruction to the case of high-pr
physics measurements (such as H — 77y), will be found in Section 5. A summary and concluding remarks
are found in Section 6.

1.1 Theory

The ATLAS detector is designed to measure, among other things, the energies and momenta of photons
produced in high-energy proton-proton collisions. The photons which are relevant to physics measure-
ments will have energies in excess of 1 GeV. These photons must pass through the ATLAS tracker
before depositing their energy in the Liquid Argon Calorimeter. At photon energies above 1 GeV, the
interaction of the photons with the tracker will be completely dominated by e™e™ pair production in the
presence of material, otherwise known as photon conversion. All other interactions between the photons
and the tracker material, such as Compton or Rayleigh scattering, will have cross-sections which are
orders of magnitude below that for the photon conversion, and may thus be safely ignored. The leading-
order Feynman diagrams for photon conversions in the presence of material are shown in Figure 1. The
presence of the material is required in order for the conversion to satisfy both energy and momentum
conservation.

The cross-section for the conversion of photons in the presence of material is both well understood
theoretically and thoroughly measured. Work on calculating this cross-section began almost immediately
after the discovery of the positron by Anderson in 1932 [1]. Bethe and Heitler first gave a relativistic
treatment of photon conversion in 1934 [2] in which the screening of the nuclear Coulomb field was
taken into account. A detailed review of the theory regarding photon conversion and the calculation of
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Figure 1: Leading-order Feynman diagrams for photon conversions.

the conversion cross-section for a variety of materials was given by Tsai in 1974 [3]. A more modern
treatment of the topic of conversions, including corrections to the Bethe-Heitler formula for photon
energies above 5 TeV was given by Klein in 2006 [4].

For photon energies used in this study (1 GeV and above) the cross-section for the conversion process
is almost completely independent of the energy of the incident photon, and may be given by the following
equation [3]:

oo 7A
©9XoN,

)

In this expression A is the atomic mass of the target given in g/mol, and Ny = 6.022 x 103 is Avo-
gadro’s number. Xy is known as the radiation length of the material through which the photon passes,
which for elements heavier than helium may be approximated from the atomic mass A and the atomic
number Z by the following relation [5]:

-2
Xo = 716.4gcm A . 2
Z(Z+1)In(287vZ)

This radiation length is defined such that it is 7/9 of the mean free path for photon conversion. Plots
showing the total radiation length traversed by photons in the tracker before reaching the calorimeter
may be found in the next section.

The differential cross-section for photon conversions of energies of 1 GeV and above in terms of the

quantity x = (Eelectron/Ephoton) is [4]:

= (1= a1 =), 3)

This cross-section is symmetric in x and 1 — x, the electron and positron energies, and it implies that

the momentum of the photon is not simply shared equally between the electron and the positron. Some
fraction of the photon conversions will be highly asymmetric, and either the electron or the positron
may be produced with a very low energy. If this energy falls below the threshold required to produce
a reconstructable track in the ATLAS tracker, then the converted photon will be seen to have only one
track, and will be difficult to distinguish from a single electron or positron. This problem is more serious
at lower photon energies, as the proportion of conversions which are asymmetric enough to cause the loss
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Figure 2: Material in the inner detector as a function of |n]|.

of one of the two tracks increases as the photon energy decreases. The difficulties involved in identifying
these highly asymmetric single-track conversions will be discussed in a later section.

1.2 Experimental setup

In this section a very brief description of the ATLAS tracker and electromagnetic calorimeter is included.
These are the two sub-systems necessary for the studies relevant to this note. A detailed description of
the ATLAS detector can be found in the ATLAS detector paper [6] and references therein.

The ATLAS tracker consists of several co-axial layers immersed in a 2T solenoidal magnetic field. In
the so-called barrel region, the innermost of these is a pixel detector consisting of three highly segmented
cylindrical layers surrounded by four stereo-pair silicon microstrip (SCT) layers. In addition to the cylin-
drical layers forming the barrel, both the pixel and the SCT also have end-caps consisting of disk shaped
segments used for tracking particles with large pseudorapidities (|| >1.5). The outermost portion of
the tracker consists of the Transition Radiation Tracker (TRT), which is comprised of many layers of
gaseous straw tube elements interleaved with transition radiation material. The TRT is divided into a
barrel detector, covering the small pseudorapidity region |1| <1, and two end-cap detectors covering the
large pseudorapidity region 1< |n| <2.1. The lack of TRT detector elements at higher pseudorapidities
is the reason for all the results presented in this note having a cut-off at |n| = 2.1.

The amount of material in the tracker given in radiation lengths as a function of pseudorapidity can
be seen in Fig. 2 [6]. As mentioned earlier, the probability of a photon converting in any given layer
is proportional to the amount of material in that layer. Overall, as many as 60 % of the photons will
convert into an electron-positron pair before reaching the face of the calorimeter [6]. This number varies
greatly with pseudorapidity as can be seen in Fig. 3 [6], for the case of photons with pr > 1 GeV in
minimum-bias events. The probability is lowest in the most central region |n| <0.5, where the amount
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of tracker material is at its minimum. A plot showing the true position of photon conversions in the
ATLAS tracker, as obtained from a sample of 500,000 simulated minimum-bias events, can be seen in
Fig. 4 [6]; the three pixel layers and disks as well as the four barrel SCT layers and their corresponding
end-cap layers can be clearly seen.
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Figure 3: Probability of a photon to have converted as a function of radius for different values of pseu-
dorapidity.

Finally, the energies of the electrons resulting from photon conversions are measured in the electro-
magnetic calorimeter segments. These are lead-liquid argon detectors with accordion-shaped absorbers
and electrodes. Their fine-grained lateral and longitudinal structure, ensures high reconstructed energy
resolution for photons with Er > 2 —3 GeV, as described in reference [7]. Although the daughter electron
tracks and the vertices resulting from the converted photons are reconstructed without any calorimetric
information, the latter plays a crucial role later in the reconstruction and particle identification process.

2 Track reconstruction

The current track reconstruction process consists of two main sequences, the primary inside-out track re-
construction for charged particle tracks originating from the interaction region and a consecutive outside-
in track reconstruction for tracks originating later inside the tracker. Both methods reconstruct tracks that
have both silicon (Si) and transition radiation tracker (TRT) hits and place these tracks in two distinct
track collections. A third track category contains those tracks that have only TRT hits and no Si hits;
these TRT-only tracks are placed in their own distinct track collection. All three track collections are
then examined to remove ambiguities and double counting and are finally merged into a global track col-
lection to be used later during the vertex-reconstruction phase. For a track to be reconstructed by any of
these methods, a minimum transverse momentum pr > 0.5 GeV is required throughout. In the following
section, brief descriptions of the various tracking algorithms are provided. More detailed descriptions,
in particular of the inside-out tracking, can be found in reference [8].
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Figure 4: Location of the inner detector material as obtained from the true positions of simulated photon
conversions in minimum-bias events.

2.1 Inside-out track reconstruction

After the reconstruction of space points inside the pixel and SCT sub-detectors, candidate tracks (seeds)
are then formed using three space-point combinations. These seeds are subject to some constraints, such
as the curvature, to limit the number of possible combinations. Seeds which pass these constraints then
become the starting points for reconstructing tracks. Once a seed has been formed a geometric tool is
then invoked in order to provide a list of Si-detector elements that should be searched for additional
hits. A combinatorial Kalman-fitter/smoothing formalism is then used to add successive hits to the track.
The track information is updated after every step in the search and extraneous outlier hits are efficiently
eliminated through their large contribution to the y? of the track fit. Not all space-point seeds coming
from Si hits result in a track; the rate at which seeds give rise to a fully reconstructed track is on the order
of 10% in a typical #f physics event.

A large fraction of the reconstructed track candidates either share hits, are incomplete, or may be
fakes resulting from random combinations of hits. It is therefore necessary to evaluate the tracks based
on a number of quality criteria and score them accordingly, with the score providing an indication of
the likelihood of a specific track to describe a real particle trajectory. Tracks with the highest score are
refitted and used as the quality reference for all the remaining tracks. Shared hits are removed in this
stage and the remaining part of the track is evaluated again and refitted. Track candidates with too many
shared hits are then discarded as well as any other track candidate that fails to comply with any of the
quality criteria during evaluation.

At this stage, each one of the resolved track candidates is assigned a TRT extension. First, a geometric
extension of the Si track is built inside the TRT and compatible measurements are selected. Possible TRT-
track extensions are constructed by combining all such TRT measurements. The full track, including any
TRT extension, is then refitted and scored in a way analogous to that during the previous ambiguity-
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resolving stage. If the new track has a quality score which is higher than that of the original Si track,
the TRT extension is kept and added to the Si track, thus creating a “global” Inner Detector track. In
other cases only the original Si track is kept, without the TRT extension. The final reconstructed tracks,
with or without TRT extensions, are then stored in a dedicated track collection. At this stage they can be
classified into three categories:

1. Tracks without TRT extensions (e.g. |n| > 2);
2. Tracks with extensions which are used in the final fit;
3. Tracks with extensions which are not used in the final fit (outliers).

This last category is characteristic of tracks that have suffered large material interactions as they propa-
gated through the tracker material.

The inside-out track reconstruction (as described in the previous section) is a very powerful technique
for reconstructing tracks, especially in busy environments where the high granularity of the Si sub-
detectors (and in particular that of the pixel detector) can provide the necessary resolution for recovering
the track-hit pattern. However, it may also lead to fake tracks if not carefully implemented. In order to
reduce the number of fake reconstructed tracks, a minimum number of Si hits is required for a track to
be reconstructed; in the present implementation of the algorithm this number is seven. This requirement
immediately leads to a decreased efficiency in reconstructing tracks that originate late inside the tracker,
i.e. in the SCT. Furthermore, tracks which are present only inside the TRT will not be reconstructed at
all. These tracks can appear in the cases of secondary decays inside the tracker (e.g. K decays) or during
photon conversions, the latter being of special interest to this note.

2.2 Outside-in track reconstruction

The outside-in track reconstruction (also referred to as back-tracking) can offer a remedy to the ineffi-
ciency in reconstructing tracks which originate after the pixel detector.

The starting point for this type of track reconstruction is the TRT, where initial track segments are
formed using a histogramming technique. The TRT tracker can be divided in two parts, a barrel and an
end-cap one, the dividing line being at the || = 0.8 pseudorapidity range. In the R — ¢ plane of a TRT
barrel sector or the R — z plane of a TRT end-cap sector, tracks which originate roughly at the primary
interaction region appear to follow straight lines (this is exactly true in the second case). These straight-
line patterns can be characterised by applying the Hough transform [9], which is based on the simple idea
that in the R — ¢(R — ) plane, a straight line can be parametrised using two variables: (¢o,cr) or (¢o,c;)
respectively, where cr and c; are the corresponding azimuthal and longitudinal curvatures and ¢ is the
initial azimuthal angle. As a result, in a two-dimensional histogram formed by these two parameters,
TRT straw hits lying on the same straight line will fall within a single cell. Straight lines can therefore be
detected by scanning for local maxima in these histograms. To improve the accuracy in the longitudinal
direction, the TRT is divided into 13 pseudorapidity slices on either side of the =0 plane. The slice
size varies, it being smaller around the TRT barrel/end-cap transition region and bigger inside the TRT
barrel or end-cap regions. The two-variable approximate track parameters can then be used to define a
new set of geometric divisions inside the TRT, within which all straws that could possibly be crossed
are included. Using the transformation described in [10], the curved trajectory suggested by the straw
hits may be transformed into a straight line in a rotated coordinate system. This is the initial step for
a “local” pattern recognition process, in which the best TRT segment may be chosen as the one that
crosses the largest number of straws in this straight-line representation. A cut on the minimum number
of straw hits necessary to consider the segment as valid is applied during this step. A final Kalman-filter
smoother procedure is then applied to determine as accurately as possible the final track parameters of the
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Figure 5: Track reconstruction efficiency for conversions from 20 GeV pr photons as a function of the
conversion radius. The gain in track reconstruction efficiency when tracks reconstructed moving inwards
from the TRT are combined with tracks reconstructed by the inside-out algorithm, is evident particularly
at higher radial distances.

segment. The above TRT-segment reconstruction procedure has been adopted from the original ATLAS
track reconstruction algorithm xKalman as described in the references [11].

The reconstructed TRT segments are then fed into the second step of the back-tracking algorithm
in which extensions are added to them from the Si sub-detectors. Space-point seeds are searched for in
narrow R — ¢ wedges of the Si tracker, indicated by the transverse TRT-segment track parameters derived
in the previous step. A minimum of two space points is required in this case, the search being confined
to the last three SCT layers. To reduce the number of space-point combinations cuts on the curvature
are then applied, with the third measurement point provided by the first hit in the initial TRT segment.
As soon as seeds with pairs of space points are formed, the initial-segment track parameters can then
be significantly improved, especially the longitudinal components. A new geometric section through the
Si-detector elements is then constructed and a combinatorial Kalman-fitter/smoother technique, as in the
case of the inside-out tracking, is applied to produce Si-track extension candidates. The Si-track exten-
sions provide a much improved set of track parameters, which can be used to find new TRT extensions to
be assigned to every Si-track candidate, thus creating once more a “global” track. Ambiguity resolving
and track refitting follow afterwards in the appropriate manner. The final set of resolved tracks from this
process is stored in a dedicated track collection. In order to reduce the time required for the reconstruc-
tion and minimise double counting, the outside-in tracking procedure excludes all the TRT-straw hits and
Si-detector space points that have already been assigned to inside-out tracks. The enhancement of the
track reconstruction efficiency after the outside-in reconstructed tracks are included is shown in Fig. 5.
Here the track reconstruction efficiency for photon conversions is plotted as a function of the radial dis-
tance of the conversion for the case of 20 GeV pr single photons, before and after the outside-in tracking
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is performed. The bulk of the gain in tracking efficiency is, as expected, at larger radii. The inefficiencies
of this method as a function of radius are discussed further in Section 2.3 and again in Sections 4.3 and
4.4. Due to the more limited pseudorapidity coverage of the TRT tracker, the outside-in tracking can be
used to efficiently reconstruct tracks up to a pseudorapidity value of || = 2.1. All the results presented
here have therefore been restricted to within this pseudorapidity range.

2.3 Stand-alone TRT tracks and final track collection.
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Figure 6: Track reconstruction efficiency for conversions from 20 GeV pr converted photons (left) and
5 GeV pr converted photons (right) as a function of conversion radius.
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Figure 7: Track reconstruction efficiency for conversions from 20 GeV photons (left) and 5 GeV photons
(right) as a function of pseudorapidity.

After the inside-out track collection has been formed, all TRT segments that have not been assigned
any Si extensions are then used as the basis of one more distinct track collection. These segments are
first transformed into tracks, and the segment local parameters are used as the basis for producing the
corresponding track parameters assigned to the surface of the first straw hit. Perigee parameters are also
computed, but no overall track refitting is performed. These new TRT tracks are then scored and arranged
accordingly and a final ambiguity resolving is performed in order to reject any tracks that share too many
straw hits. Finally, these stand-alone TRT tracks are then stored in a special track collection.
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At the end of the track reconstruction process, and before any primary or secondary vertex fitters are
called or other post-processing tasks are executed, the three track collections described above are merged.
One last ambiguity resolving is performed in order to select unique tracks from all three collections,
although this is mostly for consistency since the straw hits and Si space points associated with the inside-
out tracks have already been excluded before the outside-in track reconstruction. This merged track
collection is then used by the photon conversion reconstruction algorithm.

The overall tracking efficiency after all three track collections discussed above are merged, is shown
in Fig. 6 for both the case of a 20 GeV pr single photon sample, and also for a 5 GeV single photon
sample, which is more indicative of the case of low track momenta. Two competing effects become
apparent as one observes these two plots. The overall track reconstruction efficiency for conversions that
happen early inside the tracker, i.e. in R < 150 mm, is higher in the case of the 20 GeV pr photons than
that for the 5 GeV pr ones. This is a clear indication of the larger effect that bremsstrahlung losses have
on low pr tracks, especially on those that originate early inside the tracker. Furthermore it is possible
that, depending on the amount of the incurred losses, only part of the track will be reconstructed, i.e.
its TRT component, with the pattern recognition failing to recover the corresponding Si clusters. The
small fraction of stand-alone TRT tracks that enhance the track reconstruction efficiency from early
conversions, is primarily due to this effect. On the other hand the overall track reconstruction efficiency
at higher radii is much better for the case of the 5 GeV pr photons. This is due to the fact that the
radius of curvature, being much larger for those tracks, enables them to separate from each other faster
as they traverse the tracker under the influence of the applied magnetic field. It is therefore easier in this
case to distinguish the two tracks and reconstruct them during the pattern recognition stage. Figure 7
shows the track reconstruction efficiency as a function of pseudorapidity, for both 20 GeV and 5 GeV
pr photons. The overall track reconstruction efficiency is very uniform along the whole pseudorapidity
range, starting only to significantly fall off as one approaches the limit of the TRT pseudorapidity extent
(In] = 2.1). The reduction in efficiency observed around |n| = 1, is due to the gap at the transition from
the barrel to the end cap TRT. The seemingly higher overall tracking efficiency in this plot compared to
that in Fig. 6, is due to the fact that the great majority of converted photons originate from the earlier
layers of the Si tracker. In this region, as Fig. 6 demonstrates, the converted photon track reconstruction
efficiency is very high.

3 Vertex fitting

Track finding is only the first step in reconstructing photon conversions; the next step is being able to
reconstruct the conversion vertex using the pair of tracks produced by the converted photon. Recon-
struction of the conversion vertex is quite different from finding the primary interaction vertex, since for
conversions additional constraints can be applied that directly relate to the fact that the converted photon
is a massless particle. A specific vertex algorithm, appropriately modified in order to take into account
the massless nature of the conversion vertex, has been developed for use by the photon conversion algo-
rithm.

The vertex fit itself is based on the fast-Kalman filtering method; different robust versions of the
fitting functional can also be set up in order to reduce the sensitivity to outlying measurements. The
vertex fitting procedure uses the full 3D information from the input tracks including the complete error
matrices [12].

3.1 Algorithm description

The goal of a full 3D vertex fit is to obtain the vertex position and track momenta at the vertex for all
tracks participating in the fit as well as the corresponding error matrices. From the input tracks, the
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helix perigee parameters defining the particle trajectory along with their weight matrix are extracted as
described in the references [13, 14]. If one assumes that the particle is created at the vertex 17, then the
trajectory parameters g; may be expressed as a function of the vertex position and the particle momentum
at this vertex g; = T(\7, Di). A vertex is then obtained by minimising:

2
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where w; is the 5 X 5 weight matrix from the track fit. In order to find the V and pi; which minimise the
above y2, equation 4 can be linearised at some convenient point close to the vertex as:
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where D; = (dT(V,5;))/(dV) and E; = (dT (V, B;)) /(9 P;) are matrices of derivatives. A fast method to
find a solution that minimises equation 5 has been proposed in the references [13,14]. It can be shown that
this method is completely equivalent to a Kalman-filter based approach [15], where the vertex position
is recalculated after every new track addition.

If the initial estimation of the vertex position is far from the fitted vertex, then the track perigee
parameters and the error matrix are extrapolated to the fitted point, all derivatives are recalculated and
the fitting procedure is repeated. The official tracker extrapolation engine, along with a magnetic field
description based on the actual measurement of the ATLAS tracker solenoidal field, is used in this case.

3.2 Vertex fit constraints

Constraints are included in the vertex fit algorithm via the Langrange multiplier method. A constraint
can be viewed as a function

A]'(VaﬁlaﬁZr--,ﬁn):COl’lSt (6)

which is added to the fitting function of equation 4 as

Ncanst
=20+ Y A A (7)
=1

J

Here ?C(% is the function without constraints, A; is a Lagrange multiplier and j is the constraint number.
A?() can be linearised around some point (Vp, po;) to obtain

Nc'onst
=%+ Y A (A +H} 8V +8V H;+F,j8pi+8p F) (8)
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J

where H; = (9A;)/(dV),F;j = (dA;)/(dP:), A jo is an exact value of A ; at the (Vy, o;) point, 8V =V —V,
and 0 p; = p; — Poi- o B

The solution of equation 8 then has the form V =V + Vi, p; = po; + P1i, Where Vy, po; is the solution
of the corresponding problem without the constraint 2 = x&- The second component Vi, jj; of the
above solution is obtained through the normal Lagrange multiplier system of equations. In the case of
the conversion vertex, a single angular constraint needs to be implemented. This requires that the two
tracks produced at the vertex should have an initial difference of zero in their azimuthal and polar angles
0 ¢y, 00y = 0. This is a direct consequence of having an initial massless particle, but it has the advantage
of being much easier to implement.
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The right-hand plot in Fig. 8 shows the reconstructed photon inverse transverse momentum after
vertex fitting for conversions where neither of the emitted electrons suffered significant bremsstrahlung
(less than 20% of the energy of each electron is lost in the inner detector material), while the left-hand plot
shows the transverse momentum for the cases where significant bremsstrahlung energy losses occurred.
Similarly, the corresponding radial position resolution for conversions with/without significant energy
losses due to bremsstrahlung is shown in Fig. 9. Single converted photons with pr =20 GeV were used
for the plots above, and the emitted electron tracks were required to have at least two silicon space points.
The angular constraints §¢, 00 = 0, implemented as described earlier, have been used throughout. The
overall vertex reconstruction efficiency will be discussed in the following section. It is evident that the
presence of bremsstrahlung significantly deteriorates the performance of the vertex fitter.
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Figure 8: Reconstructed inverse transverse momentum from 20 GeV pr converted photons with
(left) and without (right) significant energy losses due to bremsstrahlung.

As a further check of the performance of the vertex algorithm described in this section, one can apply
it to the case of KY — w7~ decays. The absence of losses due to bremsstrahlung for the pion tracks, as
well as the non-zero opening angle, provide a good test scenario for the constrained vertex fitting. Instead
of the angular constraint used in the case of the photon conversions, a straightforward mass constraint is
implemented in this case. Figure 10 shows the resolution of both the reconstructed 1/p7 and the radial
position for 10 GeV pr K? decays. The absence of a bremsstrahlung-related tail in the left-hand plot
compared to those in Fig. 8 is striking.

In a direct comparison to the converted photon case, Fig. 11 shows the relative 1/pr resolution, with
and without significant bremsstrahlung losses (20%) respectively, for reconstructed 20 GeV pr converted
photons, together with that for 10 GeV pr K decays, as a function of the radial distance from the beam
axis. In the case of the K decays, the reconstructed momentum resolution is better than 2% irrespective
of the radial distance from the beam axis, deteriorating only slightly as one moves away from the beam
axis. For the case of the photon conversions though, a deterioration in the transverse momentum recon-
struction resolution due to the presence of bremsstrahlung losses, is clearly observable when compared
to the K? case. Due to the bremsstrahlung losses, the reconstructed 1/pr distribution has a non-gaussian
shape, characterised by a tail towards the higher 1/pr ranges, as shown in Fig. 8. As a result, a gaussian
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(right) for KV decays (to charged pions) with py = 10 GeV. Only tracks with at least two sili-
con space points are used.
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fit performed on the core of the 1/pr distribution, will result in a worse overall reconstructed momentum
resolution, even in the case of small bremsstrahlung losses, as Fig. 11 demonstrates. The effect is even
more significant if one recalls that the reconstructed converted photons have a transverse momentum
which is twice that of the K? decays shown in the same figure. The fact that the photon is a massless par-
ticle, resulting in an extremely small angular opening of the emitted tracks, makes it also more difficult
to reconstruct accurately the position of the conversion vertex, as shown in Fig. 12.
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Figure 11: Reconstructed relative 1/pz resolution as a function of radial distance from the beam
axis for 20 GeV pr converted photons and 10 GeV pr K? decays to charged pions. In the plot on
the left, only converted photons, where both of the daughter electrons lost less than 20% of their
energy due to bremsstrahlung, are shown. In the plot on the right, all conversions are included.

4 Conversion reconstruction

With the three track collections and the vertex fitting algorithm described in the previous two sections,
we now have all the necessary tools in place in order to fully reconstruct photons which convert as far as
800 mm away from the primary interaction point. Beyond that radius, the track reconstruction efficiency
drops off dramatically due to the lack of a sufficient number of hits in any sub-detector to reliably recon-
struct the particle trajectory and accurately predict its track parameters. The conversion reconstruction
algorithm is run within the framework of the overall Inner Detector reconstruction software; it is one of
the last algorithms run during the post-processing phase. The basic components of the conversion recon-
struction are: the track selection and subsequent track classification, the formation of pairs of tracks with
opposite charge, the vertex fitting and reconstruction of photon conversion vertex candidates, and finally
the reconstruction of single-track conversions. The conversion candidates are then stored in a separate
vertex collection, to be retrieved and further classified through matching with electromagnetic clusters
during the next level of the event reconstruction. In the results presented in this section, the reconstruc-
tion efficiency is estimated for those photon conversions that happen as far as 800 mm away from the
primary interaction point, emit daughter electrons with each having at least pr = 0.5 GeV and are within
the |n| = 2.1 pseudorapidity range. This amounts to ~ 77% of the total photons converted inside the
ATLAS tracker volume in the case of the H — 7y sample.

4.1 Track selection

Only a fraction of the possible track pairs reconstructed by the tracking algorithms and included in the
final track collection come from converted photons. Although the wrong-track combinations may be
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Figure 12: Reconstructed radial resolution as a function of radial distance from the beam axis for
20 GeV pr converted photons and 10 GeV pr K? decays to charged pions. In the case of the
converted photons, all daughter electrons regardless of bremsstrahlung losses have been included.

Table 1: Track selection cuts: cumulative efficiencies and rejection rates are presented.
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Cut Efficiency | Rejection
No Cuts 0.7378 1.00
Impactd0 | 0.7334 1.16
Impact z0 | 0.7316 1.18
TR ratio 0.7119 2.12
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rejected later during the conversion reconstruction process or by physics specific analysis, it is impor-
tant to remove them as efficiently as possible at an early stage, not least because of the large amount of
CPU time involved in processing every possible track pair. Cuts on the perigee impact and longitudinal
track parameters, as well as the transverse momentum, are first applied. Tracks that are most probably
associated to electrons are then selected by cutting on the probability reconstructed by using the ratio of
high-threshold TRT hits over the total number of TRT hits on each track. These cuts have been tuned
using H — Yy events, with background present due to the underlying event. All the efficiencies and rejec-
tion factors due to track selection cuts which are quoted in this note refer to this physics sample. Table 1
shows the performance of these cuts in accepting tracks produced by converted photons and rejecting
non-conversion related tracks. The starting efficiency of ~ 74% reflects entirely the inefficiency of re-
constructing all the conversion related tracks during tracking. After applying these cuts, the surviving
tracks are then arranged into two groups with opposite charges.

4.2 Track-pair selection

At this point in the reconstruction process, all possible pairs of tracks with opposite signs are formed and
further examined. There are three possible types of track pairs:

1. Pairs in which both tracks have Si hits;
2. Pairs in which one of the two tracks is a stand-alone TRT track;

3. Pairs in which both tracks are stand-alone TRT tracks.

Cut Efficiency | Rejection
Polar angle 0.7070 10.8
Radial distance between first hits 0.7049 12.5
Minimum distance 0.6970 16.5
Vertex radius 0.6959 16.6
Minimum arc length 0.6935 40.3
Maximum arc length 0.6890 111.6
Distance in z 0.6870 111.9

Table 2: List of cuts employed during the track-pair selection for the three possible types of track
pairs.The cumulative efficiencies and rejection rates are presented (see text for the definition of the cut
variables).

In order to reduce the combinatorial background, a series of cuts are applied during the pair for-
mation. These are common to all three track-pair types described above, although their actual values
may differ. Table 2 lists those cuts along with the corresponding efficiencies and rejection factors for
selecting the correct track pairs and discarding fakes resulting from wrong track combinations. The first
criterion for accepting a track pair is that the difference in polar angles between the two daughter tracks
in a conversion should be small, based on the fact that the photon is massless. Furthermore, the distance
between the first hits of the two tracks in the pair should be reasonably close; this is particularly true
in the case where both of them are stand-alone TRT tracks. Finally, the distance of minimum approach
between the two tracks in the pair is checked. An iterative method has been implemented that uses the
Newton approach to find the set of two points (one on each track) which are closest to each other. The
distance of minimum approach between the two tracks is then calculated and a cut is applied to reject
those cases where the tracks fail to come within a specified distance from each other.
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In order to enhance the performance of the constrained vertex fitter, it is important to begin with
a reasonable initial estimate of the vertex position. Using the perigee parameters of the two tracks in
the pair, the corresponding radius of curvature and the centre of curvature of the track-helix projection
in the R — ¢ plane can be derived. As this track-helix projection is circular in the case of a uniform
magnetic field such as that of the ATLAS tracker, the estimated vertex position can be identified as
either the point of intersection of two circles, or in the case of non-intersecting circles, as the point of
minimum approach between two circles. If the two circles do not intersect or approach each other closer
than a set minimum distance then the pair is discarded. In principle, two circles may intersect at two
points. Since two tracks originating from a conversion vertex (or any vertex for that matter) should also
intersect in the R — z plane, the correct intersection point in the R — ¢ plane is then chosen to be the one
which is closer to the point of minimum approach of the two tracks in the R — z plane. The points of
minimum approach both in the R — ¢ and the R — z planes should clearly be sufficiently close to each
other. If they are separated by more than a set minimum distance, then the track pair is discarded. A
cut is also applied on the arc length of the R — ¢ plane projection of the two track helices between the
line connecting the centres of curvature of the two circles and the actual intersection points. This arc
length is required to fall within a specific range which again ideally should tend to be very small. Finally,
the distance from the track origin (the candidate conversion vertex location) and the actual points of
intersection should also be small. Only track pairs with intersection or minimum-approach points that
satisfy the above criteria are further examined. Estimating the initial vertex position allows for a larger
number of quality criteria of the track pair to be used in the overall selection process. All the cuts applied
during this step have been tested using the 120 GeV H — Yy physics sample; the cuts are tuned so that
at least two orders of magnitude of the combinatorial background can be rejected at this point without
significant loss in overall conversion reconstruction efficiency. As a consequence, cut values have been
intentionally kept fairly loose since even correct track pairs could be characterised by less than optimal
selection quantities. This is especially true in cases where at least one of the two tracks involved has
only TRT hits resulting in reduced reconstructed track parameter accuracy along the z-axis, or in cases
where the tracks have suffered substantial bremsstrahlung losses during their propagation through the
ATLAS tracker. In general, the position of the initially estimated vertex falls within a few millimetres
of the actual conversion vertex for the correct pair combinations, all deviations being due to the reasons
mentioned just before.

Cut Efficiency | Rejection
Fit convergence | 0.6870 171.5
Fit x? 0.6710 288.9
Invariant mass 0.6626 353.9
Photon pr 0.6625 377.1

Table 3: Post-vertex fit selection cuts: cumulative efficiencies and rejection rates are presented.

4.3 Vertex fitting

The original track perigee assigned during the track reconstruction process is set at the primary interac-
tion point and for the case of photon conversions, especially those that happen far inside the tracker, this
is a rather poor assignment. Using the initial estimate for the vertex position described previously, we
can redefine the perigee at this point. The new perigee parameters need to be recomputed by carefully
extrapolating from the first hit of each track in the pair to this new perigee, taking into account all the
material encountered on the way. It is these tracks with their newly computed perigee parameters that
are passed to the vertex fitter. This also has the desirable effect of avoiding long extrapolations during
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the various iterations of the vertex fitting process, which might lead to distortions due to unaccounted-for
material effects. At the end of the process the new vertex position along with an error matrix and a
x? value for the fit are computed. A vertex candidate is then reconstructed that also contains the track
parameters as they are redefined at the fitted conversion vertex. The fit is always successful in the case of
the correct track pairs, and it often fails otherwise. After the fit is executed, post-selection cuts on the x>
of the fit, on the reconstructed photon invariant mass and on the reconstructed photon p7 can be applied,
to reduce even further the wrong pair combinations. These are listed in Table 3.

The track pair selection and the vertex fitting process result in a reduction in the combinatorial back-
ground rate by more than two orders of magnitude, with only a rather small loss in overall conversion
reconstruction efficiency, amounting to ~ 8% in the case of H — 7y decays with my = 120 GeV. A more
quantitative description of the conversion reconstruction efficiency in such decays is presented in Sec-
tion 5.3. At this stage of the conversion vertex reconstruction, which is still within the tracking software
framework, vertices which come from the combinatorial background outnumber the correct conversion
vertices by almost a factor of six. The main part of this remaining background consists of reconstructed
vertices where at least one of the participating tracks is not an electron at all. This is primarily due to the
rather weak particle identification capabilities of the tracker without any access to the electromagnetic
calorimeter information. Part of this background can be reduced by some more stringent requirements on
the reconstructed conversion vertices after the constrained fit is preformed. But effective improvement is
only expected during the subsequent stages of the photon conversion reconstruction, when information
from the calorimeter becomes available. Use of the electromagnetic calorimeter should also help to re-
duce a different type of combinatorial background originating when two electrons from different sources
are combined in order to form a track pair. Recent studies indicate significant reduction of both types
of the combinatorial background, both by applying tighter vertex selection criteria after the vertex fit is
performed and by using the electromagnetic calorimeter information, although they are beyond the scope
of this note. The possibility of using the reconstructed photon pr in order to reduce the number of recon-
structed fake vertices, is worth investigating. Figure 13 shows the pr distribution of the reconstructed
conversion vertices along with the distribution for fake vertices resulting from wrong combinations. It
is clear that the latter tend to concentrate at the lower pr region. Nevertheless a final cut on the recon-
structed photon pr will not be as efficient as expected, due to the limited ability at present to correct
the reconstructed track momentum for losses due to bremsstrahlung. This is evident in the figure when
comparing the reconstructed converted photon pr distribution with (top row) and without (bottom row)
significant bremsstrahlung losses. It becomes even more striking once it is compared to the truth py
distribution of the converted photon. In the remaining part of this section, the overall performance of
the conversion reconstruction software, without utilising the electromagnetic calorimeter information, is
examined in the case of single 20 GeV pr photons, where the combinatorial background is minimal.

Figure 14 shows the track, track-pair, and vertex reconstruction efficiencies for conversions coming
from 20 GeV pr photons as a function of both conversion radius and pseudorapidity. Both the track
and track pair efficiencies shown in the figure are measured before any of the selection criteria described
above are applied. The large drop in the efficiency at R > 400 mm is primarily due to the inefficiency
of reconstructing both tracks in the track pair from the photon conversion. It is noteworthy that both
the track and the conversion vertex reconstruction efficiency are essentially constant as a function of
pseudorapidity. For completeness, Fig. 15 shows the slightly different version of the left-hand plot
in Fig. 14 as published in Ref. [6].

Finally, Fig. 16 shows the overall vertex reconstruction efficiency for converted photons with low
transverse momenta as a function of conversion radial position. The two competing effects, the brems-
strahlung losses that affect more severely the low pr tracks, and the higher radii of curvature that result
in increased resolving ability of the smaller pr tracks, that were discussed in Section 2.3, are once more
evident here.
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Figure 13: Transverse momentum distribution of reconstructed photon conversions for both cor-
rect and wrong track pairs for all three types of pairs: Silicon-Silicon (Si, left column), TRT-TRT
(Trt, centre column), and Silicon-TRT (ST, right column). In the top row all electron tracks re-
gardless of bremsstrahlung energy losses are considered for the case of the correct track pairs. In
the bottom row only track pairs where both electrons have lost less than 20% of their energy due
to bremsstrahlung are shown. For comparison the truth py of the converted photon is also shown.

4.4 Single-track conversions

Due to conversions which decay asymmetrically (as described in Section 1.1), as well as cases where the
conversion happens so late that the two tracks are essentially merged, there are a significant number of
conversions where only one of the two tracks from the photon conversion is reconstructed. Depending
on the photon momentum scale, these “single-track” conversions become the majority of the cases for
conversions that happen late in the tracker and especially inside the TRT. The ability of the TRT to resolve
the hits from the two tracks is limited, especially if those tracks do not traverse a long enough distance
inside the tracker for them to become fully separated. As a result, only one track is reconstructed, but it
will still be highly desirable to recover these photon conversions.

At the end of the vertex fitting process, all of the tracks that have been included in a pair that success-
fully resulted in a new photon conversion vertex candidate, are marked as “assigned” to a vertex. The
remaining tracks are then examined once more on an individual basis in order to determine whether or
not they can be considered as products of a photon conversion. For a track to be considered, it should
have its first hit beyond the pixel vertexing layer. Furthermore, the track should be electron-like, where
again the probability reconstructed by using the ratio of the high threshold TRT hits over the total number
of TRT hits (as in the initial track selection described earlier in this section, but requiring a higher value)
is used to select likely electron tracks. At the end of this selection tracks wrongly identified as emerging

129



ELECTRONS AND PHOTONS — RECONSTRUCTION OF PHOTON CONVERSIONS

g [ ]

& 1 ATLAS ]

L L i

0.8~ ]

[ o ]

* 4+ T i

0.6 + + i ]

7 gt ]

0.4~ ++*+ - ]

r — Track +, ]

0o - Track pair +, L |

r ~+- Vertex - ]

L oo - -

ol Lo Lo b L L L e [T
100 200 300 400 500 600 700

800

Conversion radius (mm)

Efficiency

—

0.4

0.2

— Track
------- Track pair
—+— Vertex

=

0.5

=l

N
)]

Figure 14: Conversion reconstruction efficiency for conversions from 20 GeV pr photons as a function
of conversion radius (left) and pseudorapidity (right). The solid histograms show the track reconstruction
efficiency, the dashed histograms show the track-pair reconstruction efficiency, and the points with error

bars show the conversion vertex reconstruction efficiency.
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Figure 15: Conversion reconstruction efficiency for conversions coming from 20 GeV pr photons as a
function of conversion radius. The solid histogram shows the track reconstruction efficiency, the dashed
histogram shows the track-pair reconstruction efficiency, and the points with error bars show the conver-
sion vertex reconstruction efficiency as published in Ref. [6].
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Figure 16: Conversion vertex reconstruction efficiency as a function of conversion radius for photons
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Figure 18: Conversion reconstruction efficiency for conversions coming from 20 GeV pr photons as a
function of conversion radius. The points with error bars show the total reconstruction efficiency, the
solid histogram shows the conversion vertex reconstruction efficiency, and the dashed histogram shows
the single-track conversion reconstruction efficiency as published in Ref. [6].

from photon conversions, outnumber the actual photon conversion electron tracks, by almost a factor of
two. These are tracks which are not electrons at all, misidentified as such due to the inherent weakness
of the particle identification process without the presence of any information from the electromagnetic
calorimeter.

A conversion vertex candidate is then reconstructed at the position of the first track hit. It is clear that,
especially in the case where the first hit is inside the Si part of the tracker, the position of the conversion
vertex reconstructed in this way can be off by as much as a detector layer. This discrepancy is normally
much smaller in the case of a vertex inside the TRT due to the higher straw density. On the technical
side, this type of reconstruction requires a careful transformation of the local track parameters and error
matrix into global ones that are directly assigned to the newly defined vertex. A new vertex candidate is
then stored, identical in structure to the one derived from a vertex fit with the important difference that
it has only one track assigned to it. The effect of including the single-track conversions into the overall
conversion reconstruction efficiency is significant as is shown in Fig. 17. The plot shows the conver-
sion reconstruction efficiency for 20 GeV pr photons as a function of both radius and pseudorapidity.
As expected, the single-track conversions become more and more dominant at higher radial positions,
and single-track conversions are fairly uniformly distributed across the full pseudorapidity range. For
completeness, Fig. 18 shows the slightly different version of the left-hand plot in Fig. 17 as published
in Ref. [6]. While it is not possible to reconstruct the two merged tracks in these single-track conversions,
it should be possible to separate such cases from very asymmetric conversions with the lower-energy part-
ner of the pair not reconstructed: the transition radiation information should correspond on average to
that expected from two electrons and the drift-time information should be inconsistent with that expected
from a single track (resulting in a significant fraction of unused drift circles in the track fit).
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5 Physics applications: low-p7 conversions, v/ n° separation, H — yy

In this section some interesting applications of the usage of the photon conversions are presented. Only
results from photon conversions where both of the daughter electron tracks have been reconstructed are
included. It needs to be stressed at this point, that everything that is presented here is meant only as an
application example and that nofull-scale analysis has been made.

5.1 Low-pr photon conversions

Of particular interest during initial data taking is the use of the reconstruction of converted photons as
a tool to obtain a measurement of the amount of material inside the ATLAS tracker, including passive
material. The abundance of low-pr neutral pions in minimum bias events represents a very rich source of
photons and makes this approach particularly promising. The number of photon conversions measured on
a detector volume of known x/X, can be used as a normalisation point to extract the amount of material
at any other location inside the detector by counting the relative number of conversions occurring in that
portion. To obtain an unbiased map of the tracker material it is necessary to correct the measured number
of conversions by the conversion reconstruction efficiency. Several methods are being investigated to
measure this efficiency from data, e.g. embedding Monte Carlo photon conversions in data or extracting
it from the measure of decays with similar topology like K — 7.
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Figure 19: Reconstructed radial positions for conversions of 5 GeV pr photons. The black his-
togram shows the truth radial position of the conversion vertices, and the gray histogram shows
the radial positions of the reconstructed vertices, regardless of the bremsstrahlung losses of their
daughter electrons.

Figure 19 shows the reconstructed radial positions of photon conversions with 5 GeV pr. A few
structures may be identified: the initial peak caused by the beampipe, the three layers of the pixel detec-
tor and then with lower resolution and significance the SCT layers and the TRT. The observed smearing
of the reconstructed position of the conversion vertex is mainly due to bremsstrahlung effects. The po-
sition resolutions (in the radial direction) of the reconstructed conversion vertex, for photon conversions
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produced by the decay of neutral pions with various energies, are shown in Fig. 20 as a function of the dis-
tance from the beam axis. All conversions regardless of the amount of energy lost due to bremsstrahlung
by the daughter electrons, have been used. In the case of the lower pr neutral pions, more relevant in the
case of minimum bias events, the radial position resolution improves somewhat, as might be expected
from the larger angular separation between the produced electrons. On the other hand the use of low
pr tracks can be limited by the lower tracking efficiency caused by multiple scattering and especially
bremsstrahlung.

In order to be able to determine the amount of material at a given position, it is necessary to compare
the number of reconstructed converted photons at that position with the number of conversions recon-
structed at the position of some reference point. This necessitates being able to resolve the position of
the reference, which may not be trivial.
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Figure 20: Reconstructed radial position resolution for converted photons produced by the decay
of neutral pions with various energies.

5.2 y/n" Separation

Another application of conversion reconstruction is the possibility of using the converted photons to
identify, and subsequently remove, neutral pions in which at least one of the photons resulting from
the decay of the pion has converted. Low multiplicity pions constitute the dominant background to the
photon signal after all the calorimeter-specific cuts have been applied during photon identification [16].
In the case of converted photons from 7° decays, additional handles could be derived as soon as their
reconstructed transverse momentum is made available. About 30% of the neutral pions will have at
least one of their daughter photons converted and subsequently reconstructed as such, thus providing an
estimate of their py.

The transverse momentum reconstruction resolution is important when attempting to use conversions
to identify low pr neutral pions. The ratio of the reconstructed pr of a converted photon inside the
ATLAS tracker to the E7 measured by the electromagnetic calorimeter is different for photons from 7°
decays and for prompt photons. Figure 21 shows such distributions for the case of converted 20 GeV
pr single photons and converted photons from the decay of a 20 GeV pr neutral pion. The photon pr
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Figure 21: pr/Er distribution for 20 GeV pr converted photons and for photons from a 20 GeV 7°.
The top row shows the distribution for all photons irrespective of the daughter electron energy losses
due to bremsstrahlung. The bottom row shows the distribution only for those photon conversions in
which the daughter electrons have lost less than 20% of their energy to bremsstrahlung. Three different
pseudorapidity ranges are shown, corresponding to the barrel (left), the barrel/end-cap transition (centre)
and the end-cap (right) regions.

shown is that reconstructed by the conversion algorithm, while the E7 shown is taken from the truth value
from the simulation. Three regions in pseudorapidity are shown separately, namely those corresponding
approximately to the tracker barrel, barrel/end-cap transition and end-cap regions. The top row of plots
include all converted photons, irrespective of losses due to bremsstrahlung of their daugter electrons,
while the bottom row has only those converted photons where both of their daughter electrons have lost
< 20% of their energy due to bremsstrahlung. Clearly the distinction between conversions from single
photons and conversions from photons produced in neutral pion decays is less pronounced in the case
of strong bremsstrahlung losses, although an effective bremsstrahlung recovery mechanism should be
able to significantly improve the separation between the two distributions. A certain degredation is also
evident as we move from the barrel to the end-cap tracker, due to the less accurate reconstruction of the
transverse momentum of the daughter electron tracks at higher pseudorapidities. Figure 22 shows the
fraction of remaining 7° particles as a function of converted photon efficiency, both with and without
significant losses due to bremsstrahlung. The overall 7° rejection corresponding to a photon acceptance
of 90 % for the three different pseudorapidity regions, as described above, is shown in Fig. 23. Again
a distinction is made for the cases with and without significant energy losses due to bremsstrahlung.
Although reduced, the discriminatory power against 7° is significant even when severe losses due to
bremsstrahlung are present.
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Figure 23: Rejection factors against 7¥ corresponding to photon acceptance efficiencies of 90 %, with
and without significant energy losses due to bremsstrahlung for the three pseudorapidity regions de-
scribed in the text. The results are shown for converted photons and 7° with a pr of 20 GeV.
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5.3 H — yydecays

As mentioned in the introduction, the recovery of converted photons is of primary importance in the
search for physics processes in which photons are the primary decay product. In particular, accurate
reconstruction of the H — 7y process is heavily dependent on the ability to properly reconstruct photon
conversions for the following reasons:

1. A significant fraction of photons will convert inside the ATLAS tracker volume. Efficient recon-
struction of these photons will enhance the signal statistics for this process.

2. Photon identification, using a combination of inner detector and electromagnetic calorimeter se-
lection criteria, will be improved with effective conversion reconstruction. Even single-track con-
versions will be useful in this context.

3. The electromagnetic calorimeter calibration will be significantly enhanced when converted pho-
tons are identified as such. Again, even single-track conversions will be very useful.

4. The ability to accurately point back to the mother Higgs particle is dramatically enhanced for the
case of reconstructed converted photons where both daughter electron tracks are properly recov-
ered.

It is important, therefore, to investigate the performance of the conversion reconstruction strategy in
this case, not least because of the higher transverse momenta which characterise the photons produced
in H — yy decays. Decays to photon pairs from a Standard Model Higgs boson with 120 GeV mass have
been studied throughout this section.
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Figure 24: Track, track-pair, and vertex reconstruction efficiencies for converted photons from H — yy
decays with my = 120 GeV, as a function of radial distance from the beam axis (left) and pseudorapidity
(right). The efficiency reduction at || ~ 0.8, is due to the track reconstruction inefficiencies in the gap
region between the TRT barrel and end-cap detectors.

Figure 24 shows the converted photon reconstruction efficiency as a function of both radius and pseu-
dorapidity for photons coming from H — 7Yy decays. The reduced efficiency at higher radii is primarily
due to the smaller distance which the produced electron tracks travel inside the magnetic field, reducing
the separation between them. The conversion reconstruction efficiency as a function of pseudorapidity is
fairly flat, independent of the material distribution inside the ATLAS tracker, as expected. The effect of
including the single-track conversions into the overall conversion reconstruction efficiency is also signif-
icant for H — 7Yy decays with large conversion radius and over the full pseudorapidity range, as shown
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Figure 26: Reconstructed vertex radial position resolution (in mm) for converted photons from H — vy
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Figure 27: Reconstructed polar angle resolution (in radians) for converted photons from H — Yy decays
with my = 120 GeV.

in Fig. 25. The reconstructed conversion vertex radial position resolution is shown in Fig. 26 for recon-
structed converted Higgs photon vertices where the participating tracks have lost > 20% (< 20%) of their
energy due to bremsstrahlung, along with all vertices put together. The results are fairly comparable to
the ones shown for single photons in Section 4, despite the fact that the resulting photon momenta in this
case are on average at least a factor of two bigger and the fact that the presence of the underlying event
causes additional complications for the track reconstruction.

Of particular interest for the reconstruction of the Higgs invariant mass is the resolution on the mea-
surement of the polar angle of the reconstructed converted photon. This is shown in Fig. 27 for the case
of conversions where both electron tracks have Si hits. These account for ~ 58% of the reconstructed
converted photons inside the ATLAS tracker volume. The resulting resolution is of the order of 0.5 mrad
regardless of the transverse momentum of the converted photon. This is an improvement of at least an or-
der of magnitude with respect to the polar angle resolution derived using the electromagnetic calorimeter
response [6].

6 Summary and conclusions

This note has described and presented a detailed performance evaluation of the conversion reconstruc-
tion algorithm which will be used to reconstruct and study early data at the LHC. All three types track
collections delivered by the tracking software have been combined and used. A dedicated vertex fit al-
gorithm has been developed for the purpose of reconstructing converted photon vertices. Special care
has been given to flagging possible conversions where only one of the produced electron tracks has been
reconstructed (or where the two tracks are merged into one in the case of late conversions). Combining
all of these tools, a reconstruction efficiency of almost 80% has been achieved for conversions that occur
up to a distance of 800 mm from the beam axis. A transverse momentum reconstruction resolution of the
order of 5% has been found for converted single photons of various energies. This has also been shown
to be valid for the case of photons produced by the decay of a Standard Model Higgs boson with a mass
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of 120 GeV, as well as for those coming from the decay of low pr neutral pions. The position resolution
is found to be better than 5 mm in the radial direction, making this a promising method for mapping the
material inside the ATLAS inner detector. The angular resolution is found to be below 0.6 mrad, giving
effective pointing to converted photons from physics processes.
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Reconstruction of Low-Mass Electron Pairs

Abstract

This note discusses the reconstruction of J/y and Y decays to electron pairs
based on ATLAS Monte Carlo simulated signal and background samples. The
possible trigger strategies are described, one geared to select two low-energy
electromagnetic objects in direct production, the second one taking advantage
of the possible presence of a muon in the final state in bb production followed
by the decay of one b-quark to J/y + X. The low-energy electrons are re-
constructed using a dedicated algorithm seeded by a track reconstructed in the
inner detector and identified combining information from the inner detector
and the electromagnetic calorimeter. The performance of this algorithm is pre-
sented and the potential of using such events for early LHC data studies is
investigated.

1 Introduction

When switched on, the LHC will produce charm and beauty quarks in abundance which will be col-
lected by the ATLAS experiment [1], even during the low luminosity periods. The number of produced
quarkonium states such as J/y and Y, important for many physics studies, will be equally numerous.
On average, one in every hundred collisions will contain a bb pair. The large bb cross-section and the
high luminosity of the machine give therefore a high rate for B-hadrons, making B-physics an interesting
and competitive subject at the LHC. Low energy resonances, such as J/y and T will be one of the main
sources of isolated electrons in the early data. Both the J/y and Y signal samples are important for un-
derstanding the production of prompt quarkonia. But there is another aspect which is the main focus of
this note: these samples are ideal to study the performances of trigger and offline reconstruction at low
energies as well as being potentially useful for the in-situ calibration of the electromagnetic calorimeter.

This note is organised as follows: Section 2 gives a description of the data-samples used in this
note, Section 3 details the trigger selections, and Section 4 describes the offline electron reconstruction
and identification procedure. Finally, in Section 5, the physics potential of these channels is explored
with initial data, assuming an instantaneous luminosity of 103! cm™2 s~! and an integrated luminosity
of 100 pb~!.

2 Data samples

The different data samples used in this study are summarised in Table 1. The total cross-sections for
charm production at LHC is 7.8 mb and the one for bottom production is 0.5 mb. Quarkonium production
was originally described by the colour singlet model which failed to reproduce the direct J/y production
cross section measured by the CDF experiment [2]. The colour octet model [3] was proposed as a
solution to this quarkonium deficit. Direct quarkonia Monte Carlo samples comprise of directly produced
J/y or T in colour singlet and octet states, along with promptly-produced x’s, which decay into J/y’s or
T’s [4] [5]. The inclusive production cross sections of J/y and Y are respectively ~ 90ub and ~ 0.7ub.
A minimum transverse momentum of 3 GeV and a pseudo-rapidity 17 <2.7 are required for the two
electrons. The resulting cross sections for the used data samples are respectively ~ 117nb and ~ 47nb.
Another sample used in this study is originated from Drell-Yan production. In addition to the electron
filter also applied to the J/y and Y samples, the generated di-electron invariant mass m,. (DY) has to be
1 < me.(DY) < 60 GeV. Studies also include non-diffractive minimum-bias events with a total assumed
cross section of 70 mb.
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Table 1: Data samples: process, production cross-section and total number of events available.

Process \ Cross section | Number of events (x 10%)
Direct production
pp — J/y(e3e3)X 116.3 nb 160
pp — Y(e3e3)X 47.6 nb 150
pp — Drell-Yan(e3e3) 2.9 nb 250
minimum-bias 70 mb 1,000
bb production
bB; — p(6)J/w(e2e2)X [ 02nb | 50

For the production via the decay of bb, only J/y events are considered. The signal sample is made
of bB; — 1 (6)J/y(ee) +X events, where the u(6) refers to a muon coming from the b quark with a
transverse momentum above 6 GeV. A minimum transverse momentum threshold of 2 GeV is applied to
the generated electrons.

The simulated data have been produced for the ATLAS Computing System Commissioning [6]. All
samples have been generated using the Pythia 6.403 [7] Monte Carlo event generator. More details on
the Monte Carlo generators used can be found in [8]. Data have been simulated using GEANT4 [9], with
the ATLAS software ATHENA [10], with a realistic geometry including material distortions in front of
the electromagnetic calorimeter. Studies presented here correspond to very early data taking, with an
initial luminosity of 10*' cm™2 s~!'. No pile-up has been included. Detailed information about these
samples is given in Table 1.

Signal electrons come from J/y and Y decays'. The background electrons arise from other direct
(b — e, c — e) and cascade (b — ¢ — e) semileptonic decays of meson with an electron in the final
state and b — T — e~ decays”. Other background electrons arise from 7° Dalitz decays, y-conversions
occurring in the inner detector and decays of light hadrons. Distributions of generator level transverse
momentum pr and pseudorapidity 1 for electrons and pions are shown for the pp — J/y (ee) + X
sample on Fig. 1. The 1 distribution of electrons from conversion reflects the amount of material in front
of the electromagnetic calorimeter. Ref. [13] details the reconstruction of such electrons. Table 2 gives
the mean pr for each population in the different samples.

Fig. 2 shows the distance AR, at generator-level, between the two signal electrons from J/y. On av-
erage, electrons from direct reconstructed J/y(e3e3) are separated by AR = 0.7, and are restricted from
being produced at separations larger than 1.1. Electrons from J/y originated from B hadrons on the con-
trary are on average more collimated, with a mean AR = 0.6 and with a larger spread. In comparison, the
higher mass of of Y requires the electrons to have a much larger opening angle, with a broad distribution
in AR, the two electrons being almost back-to-back.

3 Trigger selection

3.1 General requirements

ATLAS has a three level trigger system which reduces the 40 MHz bunch crossing rate to about 200 Hz
to be recorded. The first level (L1) is a hardware-based trigger which makes a fast decision (in 2.5 ps)
about which events are of interest for further processing, with a rate reduced down to below 40 kHz in its

IThe corresponding branching ratio [11] is Br(J/y — ee) = (5.94+0.06)% and Br(Y — ee) = (2.38£0.11)%.
2The corresponding branching ratios [12] are Br(b — [7) = (10.71£0.22)%, Br(b — ¢ — I7) = (8.01 £0.18)%, Br(b —
¢—17) = (1.627034)%, Br(b — t — ¢~) = (0.419£0.055)% and Br(b — (J/y,Y) — ee) = (0.072 £ 0.006)%.
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Figure 1: Normalised distributions of generator-level transverse momentum p7 (left) and pseudorapidity
In| (right) in the pp — J /X sample are shown for signal electrons (hatched histograms), electrons from
conversions (dotted line histogram), and pions (plain histograms).
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Figure 2: Distance AR at generator-level between the two signal electrons for direct J/y events (top left),
direct Y (top right) and J/y from b decays (bottom).

initial implementation. Coarse granularity information from the calorimeter and muon trigger systems
are used at this stage of the trigger to identify regions of the detector which contain interesting signals
corresponding to, for instance, electrons, muons, taus, and jets. These are called “Regions of Interest”
(Rols) and are used to guide the later stages of the trigger reconstruction. The high level trigger (HLT)
is software-based and is split into two levels. At level 2 (L2) the full granularity of the detector is used
to confirm the L1 signals and then to combine information from different sub-detectors within the Rols
identified at L1. Fast algorithms are used for the reconstruction at this stage and the rate is reduced to
1 —2kHz with an average execution time of about 40ms. Lastly, at the event filter (EF), the whole event is
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Table 2: Mean generator-level pr (in GeV) for electrons and pions having pr > 2 GeV. Typical RMS on
distributions of Fig. 1 is 1.4 GeV.

sample electrons pions
signal | B and D hadrons | y-conversions and ¥ Dalitz
pp —J/yX 4.7 4.7 4.3 4.4
pp — YX 4.8 4.5 4.0 4.2
pp — Drell-Yan - 59 4.9 4.7
minimum bias - 4.2 4.2 4.2
bB; — u(6)J/yX | 6.3 5.5 4.9 5.1

available and “offline-like” algorithms are used along with better alignment and calibration information
to form a final decision whether or not an event is accepted. With an execution time of about 4 s, the rate
is reduced to 200 Hz.

The expected ATLAS trigger performance at an initial luminosity of 103! cm=2 s~! is studied using
the samples described in the previous section. Two trigger menus are considered here: the first is a
purely electromagnetic menu which could be used only for early data taking; the second menu relies on
the B-trigger and could be extended for data taking at low luminosity 10°3 cm~2 s~!. More details about
the overall trigger strategy, in particular for these channels, can be obtained in [14] and [15].
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Figure 3: Distribution of the generator-level transverse momentum of the less energetic electron versus
the transverse momentum of the most energetic electron in the direct J/y (left) and YT (right) decays.

3.2 Electron selection

J/wy — ee and Y — ee events are very demanding for the trigger system. Due to their relatively low
masses, the electrons produced in the J/y and Y decays are very soft. Figure 3 shows the distribution of
the transverse momentum of the less energetic electron versus the transverse momentum of the most en-
ergetic electron in J/y (left) and Y (right) decays [5]. This poses a huge challenge for the L1 calorimeter
trigger. Its performance at the low-energy end is limited by the noise of typically 0.5 GeV per Rol and a
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3 GeV threshold is the limit of what is feasible for the L1 trigger. The 6.5 kHz L1 output rate for 2EM3
(corresponding to two L1 electromagnetic clusters greater than 3 GeV ) makes it one of the biggest con-
sumers of the total bandwidth [14]. The strategy to trigger on J/y and T — ee events is based on low Er
L1 electromagnetic Rols and further electron identification using calorimeter and inner detector informa-
tion at the HLT. The inner detector tracks are reconstructed in regions of half-size An x A¢ = 0.1 x 0.1
around these electromagnetic Rols.

Figure 4 shows the distribution of the invariant mass of the pairs of electrons for signal and back-
ground events after the L1 selection. The J/y and T samples can be easily recognised by the resonance
peaks. Table 3 gives the number of events which are expected to pass the L1 selection. The L1 trigger
efficiency is calculated with respect to the number of generated events, which in particular include a
requirement on the minimum transverse momentum of 3 GeV on each electron as detailed in Section2.
The selected events are in the tail of the J/y distribution (see Figure 3). Additionally the requirement
of Er >3 GeV at L1 implies Er >=4 GeV thus starting to cut into the peak of the Y distribution. The
efficiency of this level is measured to be 27% for J/y and T events. About 43% of Drell-Yan events
pass the L1 in the generated mass range. A total of 4.2 x 10° J/y —ee, 1.2 x 10® Y —ee and 0.12 x 10°
Drell-Yan events are expected after this level. For the minimum bias sample, the enhancement above
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Figure 4: Expected differential cross section for low-mass electron pairs using the 2EM3 trigger menu
item after L1 selection for J/y decays (dotted histogram), T decays (dashed histogram), Drell-Yan pro-
duction (solid histogram) and expected background (full circles). The invariant mass is reconstructed
with calorimeter only information available at L1.

6 GeV arises from the requirement of the presence of two L1 clusters with energy greater than 3 GeV.
Studies and implementation of an efficient HLT selection, based on the selection of two electrons with
Er > 5 GeV (2e5 menu) is ongoing. Typical rates are expected to be ~ 40 Hz at L2 and 6 Hz at EF.

Table 3: Performance of the 2EM3 trigger at the luminosity of 103! cm=2 s~! for the direct production
of J/y, Y, Drell-Yan and background events. For signal events the efficiency € is given as well as the
number of expected events. For background the rate is provided. Quoted errors are statistical only.

Iy T Drell-Yan background
£ (%) 10 ev / € (%) 10° ev / € (%) 10° ev Rate
100 pb~! 100 pb~! 100 pb~! (Hz)
L1 | 27.440.3 | 4.17£0.04 | 27.3+£0.3 | 1.2240.01 | 43.0£0.5 | 0.1240.001 | 6500427
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3.3 B-physics

The B-trigger is expected to account for 5-10% of the total ATLAS trigger resources. The trigger for B-
physics is initiated by a single- or a di-muon selection at L1. At 10°! cm~2 s~!, a threshold pr > 4 GeV
will be used, rising to about 6 GeV at 103> cm™2 s~! to match the rate capabilities of the HLT. For
final states such as the bB; — u(6)J/yX events, inner detector tracks are combined to reconstruct the
J/y particles. Two different strategies are used for finding the tracks, depending on luminosity [16].
At 10*' cm~2 57! full reconstruction over the whole inner detector can be performed, since the L1
muon rate is comparatively modest, while at higher luminosities reconstruction will be limited to L1
electromagnetic Rols with Ez > 3 GeV. For the bB; — u(6)J/wX events the L1 trigger efficiency
is ~ 88%. This latter approach has lower efficiency for selecting the signal but requires fewer HLT
resources for a fixed L1 rate. If one combines triggers for electromagnetic final states and pre-scaled
single muon-triggers needed for trigger efficiency measurements, the overall rate for B-physics triggers

is approximately 20 Hz at 10! cm=2 57!,

4 Electron reconstruction and identification

The standard electron reconstruction procedure [17], optimised for high energetic electrons, is based on
calorimeter clusters to which tracks are associated in a second step. An alternative procedure will be
used for the reconstruction of electrons originated from J/¥ and Y decays. It takes full advantage of the
tracking capabilities of the inner detector as well as the granularity of the electromagnetic calorimeter.
The method is seeded by a track which is extrapolated into the electromagnetic calorimeter and allows
for efficient reconstruction of electrons in jets for b-tagging purpose (cf. [18]) and very low p7 electrons.

4.1 Electron reconstruction

The track-based algorithm could handle any charged track particles with a transverse momentum greater
than 0.5 GeV. Still, as it will be detailed further, in order to reduce the amount of fake candidates, in
particular in jets, only particles with pr > 2 GeV are considered. The inner detector coverage goes to
pseudorapidity values up to 2.5, except for the transition radiation tracker (TRT) which extends up to
2. This subdetector being crucial nonetheless in the identification procedure but also to preselect tracks,
the electron reconstruction is limited to 1| < 2. Strict selection criteria, similar to the b-tagging ones,
are required to have at least nine precision hits (pixel and silicon detectors); at least two hits in the pixel
detector and at least one hit in the vertexing layer. The TRT plays a central role in electron identification.
Selection criteria are thus required to have at least 20 hits in the TRT and at least one high energy hit
(HTR hit) in the TRT detector along the track. After these criteria, only 50% of initial tracks remain.
All the tracks that pass these criteria are extrapolated [19] to the second sampling of the electromagnetic
calorimeter. Around this position a cluster of size AN x A¢ = 0.075 x 0.125 (3 x 5 in units of cells in
the middle sampling) in the barrel and An x A¢ = 0.125 x 0.125 (5 x 5) in the end-caps is built. The
cell with the maximum energy is searched within a small ) and ¢ window, 0.075 x 0.075 in the middle
layer, around the extrapolation point. Shower shapes are estimated with respect to this position.

Since the algorithm is the same as for the reconstruction of electrons in jets [18], a set of preselection
criteria are applied to decrease the number of fake candidates:

- the fraction of energy reconstructed in the core of the shower in the first sampling E (core) /E >0.03;
- the fraction of energy reconstructed in the core of the shower in the third sampling E3(core) /E <0.5;
- the ratio of the energy E reconstructed in the electromagnetic calorimeter over the momentum p

reconstructed in the inner detector E/p >0.7.
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The above selection rejects about 5% of signal electrons but also ensures that the shower shapes in the
first sampling are correctly defined. Finally, candidates which are also reconstructed as originating from
a conversion [13] are vetoed, corresponding to a loss of 1-3% of signal electrons and pions.

By fitting electron tracks in such a way as to allow for bremsstrahlung, it is possible to improve
the reconstructed track parameters, as shown in Fig. 5 on the ratio between the reconstructed and the
true momentum for electrons. These algorithms rely exclusively on the inner detector information. The
method of dynamic-noise-adjustment extrapolates track segments to the next silicon layer. If it finds
a significant x> contribution, compatible with an energy loss by the track due to bremsstrahlung, the
fraction of radiated energy is estimated and a corresponding additional noise term is included in the
Kalman filter [1] [20].

E(rec_)fE(lrue)
g8

TTT ‘ TTT \4
» ]
3
>
7]

0.1
ATLAS

|
|
|
| ]
b

0.08

l!

I
I

0.06

4
©
a

0.04

0.02

14
© e
& ©
TTTT [T [ TITT[T7TT]

e
©

ol b b b b

1

P sl Lo b Lo Ly
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

=

1.2
p(rec)/p(true)

Figure 5: Left : ratio of the reconstructed to true momentum for electrons, for the default Kalman filter
(hatched histogram) and for bremsstrahlung recovery algorithm (plain histogram) in the J/y samples.
Right : ratio of the reconstructed to true energy versus 1 for electrons.

Position and energy corrections are applied in the precise reconstruction of the electromagnetic clus-
ter and are described in [21]. These corrections have been tuned for high energy clusters and are not
optimal for low energy electrons. Moreover, they have been determined with electron samples simulated
with a detector taken to be perfectly aligned. In Fig. 5 the ratio between the reconstructed and the true
energy is shown as a function of |n| for signal electrons from J/y samples. It can be seen that these
corrections over-estimate the electron energy except in the crack region where the effect of extra-material
in front of the calorimeter is important. Work is on going to improve the energy reconstruction at low
energy.

By default the four-momentum of an electron is defined as the energy reconstructed in the calorime-
ter, whereas direction is taken from the associated track. As in this note the main physics processes
result in electron transverse momenta of less than 15 GeV, the tracker momentum is used instead of the
energy unless stated otherwise. Future developments in ATLAS will ensure an optimal combination of
calorimeter and tracker measurements in the energy definition.

4.2 Electron identification

The most common background processes for producing electron-like showers in the calorimeters were
described in section 2. Because the development of showers is different for electrons and hadrons, the
electron identification algorithm incorporates variables that describe the shower shapes, quality of the
match between the track and its corresponding cluster and the fraction of high threshold hits in the
transition radiation tracker.
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4.2.1 Identification of isolated electrons

The identification for isolated electrons is based on cuts on the shower shapes, on information from the
reconstructed tracks and on the combined reconstruction [17]. To be consistent with the trigger selection,
only particles having a transverse energy Er > 5 GeV are considered in the following. Three levels of
selection are available:

- “loose”, consisting of simple shower-shape cuts (longitudinal leakage, shower shape in the middle
layer of the electromagnetic calorimeter) and very loose matching cuts between reconstructed
tracks and calorimeter clusters;

- “medium”, which adds shower shape cuts making use of the important information contained in
the first layer of the electromagnetic calorimeter and track-quality cuts; and

- “tight”, with tighter track matching criteria and the cut on the energy-to-momentum ratio. This
selection also explicitly requires the presence of a vertexing-layer hit on the track (to further reject
photon conversions) and a large ratio of high-threshold to low-threshold hits in the TRT detector
(to further reject the background from charged hadrons). Additionally, further isolation of the
electron may be required by using calorimeter energy isolation beyond the cluster itself. Two sets
of tight selection cuts are used to estimate the overall performance of the electron identification.
They are labeled as “tight(TRT)”, in the case where a TRT cut with approximately 90% efficiency
for electrons is applied, and as “tight(isol)”, in the case where a TRT cut with approximately 95%
efficiency is applied in combination with a calorimeter isolation cut.

The discriminating variables show a significant dependence on the pseudorapidity and a less pronounced
one on the transverse momentum. In 1 the dependence corresponds to varying granularities, lead thick-
ness and material in front of the electromagnetic calorimeter. The separation between the distributions
obtained for electrons and pions can vary also with 1. The thresholds applied for cuts have been op-
timised in five 1 bins, (0,0.8), (0.8,1.37), (1.37,1.52), (1.52,1.8), (1.8,2.0), and for transverse energies
below 7.5 GeV, between 7.5 and 15 GeV and above 15 GeV.

The electron identification efficiency is defined as €, = N./N,, where N, is the number of signal elec-
tron tracks, which pass the track cuts and N/ is the number of signal electrons which pass identification
cuts. The charged pion rejection is defined as Ry = Np/N., where Ny is the number of good quality
pion tracks and N is the number of good quality pion tracks misidentified as signal electrons. Table 4
shows the electron identification efficiency and pion rejection factor after loose, medium, tight with no
isolation requirement and tight selections for the different data samples. For tight selection the efficiency
is & ~ 65% for direct J/y production. Performance is similar for the Y sample, despite the higher av-
erage momentum of the signal electrons, due to the cut on Er > 5 GeV. Figure 6 shows in more detail
the overall reconstruction and identification performance: the pr and 1 dependences of the efficiencies
for electrons. There is still an important 1) dependence due to a few discriminating variables and work is
ongoing to improve it.

4.2.2 Identification of electrons from » quark

Another identification procedure is optimised for non-isolated electrons and is thus particularly useful
for bb events. The trigger anticipated for these events is based on a muonic decay mode of either the
b or the b quark. All good quality tracks are considered above a transverse momentum pr >2 GeV.
When possible we use the same variables as for the isolated electron identification but some variables
- like the hadronic leakage by the fraction of energy reconstructed in the third sampling - are replaced
or only the core of the electromagnetic shower is used. In addition to the traditional cut-based analysis,
multivariate techniques have been developed, based on the similar variables, and in particular a likelihood
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Table 4: Expected efficiencites €, for electrons from J/y and Y decay for the four standard levels of cuts
used for isolated electron identification. Only electrons with Er > 5 GeV, corresponding to the HLT
threshold, are considered. The crack region in the electromagnetic calorimeter, between 1.37 < || <
1.52 is removed. The quoted errors are statistical only.

Selection pp —J/yX pp — X
€ (%) Ry € (%) Ry
Loose 843+ 0.1 36 +£3 83.7+04 324+7
Medium | 78.4 £0.1 72+9 784+£04 | 49+£13
Tight(TRT) | 714 £0.1 | 109+ 17 | 71.34+04 | 57+ 16
Tight (isol) | 65.5 £ 0.1 | 900 £ 400 | 66.1 + 0.5 | 740 4+ 300
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Figure 6: Electron identification efficiency with “Tight(TRT)” cuts level as a function of the pseudora-
pidity (left) and the transverse momentum (right) in direct J/y events.

technique can also be used. Figure 7 shows the obtained pion rejection curve as a function of the electron
identification efficiency. In the following the working point is an electron identification efficiency of
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Figure 7: Pion rejection as a function of the electron identification efficiency, in bB; — uJ/yX sample.
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80%, corresponding to a pion rejection factor of ~ 1300. Figure 8 shows the overall reconstruction and
identification performance in more details: the pr and 1 dependencies of the efficiencies are shown for

electrons.
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Figure 8: Electron identification efficiency in bB; — 1(6)J/wX sample as a function of the pseudorapid-
ity (left) and the transverse momentum (right). The mean electron identification efficiency is €, = 80%.

S Expected physics studies for early data

5.1 Number of expected events

As described in section 3, for an initial luminosity of 103! cm=2 s~!, the trigger seelction of two low

energy electrons (2EM3 menu at level 1) should provide good statistics for J/y — ee and T — ee decays.
Fig. 9 shows the expected differential cross-section for low-mass electron pairs using the 2EM3 trigger
menu item and the offline selection in linear (left) and log (right) scale. The invariant mass is recon-
structed with direction taken from the inner detector and energy from the electromagnetic calorimeter
which allows a better reconstruction of the invariant mass than using calorimeter only information as
done at level 1. The signal-to-background ratio obtained is greater than one at the J/y and Y peaks. With
an integrated luminosity of 100 pb~! and an efficient identification and reconstruction of these low-mass
pairs, approximately two hundred thousand J/y decays could be extracted (see table 5).

Table 5: Number of expected events for direct production of J/y, T and Drell-Yan events passing the
2EMS3 trigger and offline analysis. Numbers are given for an integrated luminosity of 100 pb~! with
early data taking at 103! cm=2 s~!. Quoted errors are statistical only.

Iy T Drell-Yan
10°ev/ | 10%ev/ | 10°ev/
100 pb~! | 100 pb~! | 100 pb~!

offline + Ey > 5 GeV 25619 4545 13.9£0.3
offline + E7 > 5GeV +L1 | 23049 4345 13.3£0.3

Moreover, the standard B-physics trigger, using a single muon above a threshold of pr > 4 GeV, can
give access to a sample of J/y events originating from the bb production, without possible bias on the
selection of electromagnetic objects. Due to its lower cross-section, the expected number of events is
much less, around 2.3 x 103 after offline selection and ~ 1.9 x 103 after trigger and offline selection, but
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Figure 9: Expected differential cross section for low-mass electron pairs using the 2EM3 trigger menu
item and the offline selection in linear (left) and log (right) scale. Shown is the invariant di-electron
mass distribution reconstructed using tracks for J/y — ee decays (dotted histogram), ¥ — ee decays
(dashed histogram) and Drell-Yan production (full histogram). Also shown is the expected background
(full circles). The invariant mass is reconstructed with direction taken from the inner detector and energy
from the electromagnetic calorimeter.

without any selection on the electrons themselves. A better estimation of this number requires combining
a single muon trigger with a trigger for electromagnetic final states as described in section 3.3.

5.2 Quality of the mass reconstruction with initial data

In this section, we study the offline reconstruction of the J/y and Y particles from their decay products.
After a short description of the algorithm, we study the performance of the reconstruction for J/ys
originating from the bb decays. The invariant mass has been reconstructed with the inner detector only,
combining information from the inner detector and the electromagnetic calorimeter, and using only the
latter information. For the reconstruction with inner detector information we present results with and
without the bremsstrahlung recovery procedure included. For direct production of J/y and Y, we only
show results using mass reconstruction with the inner detector.

5.2.1 Reconstruction of //y and Y events

The identification of electrons is performed using the electron reconstruction algorithm described above.
Electrons are identified with either the “tight” cuts for isolated electrons, or based on the likelihood
method tuned to an electron identification efficiency of 80%. Pairs of electrons are thus selected. These
pairs define the overall detection efficiency of J/y (or Y) events which is the product of the losses due to
the removal of clusters located in the crack in the electromagnetic calorimeter, the track quality cuts, and
the electron identification efficiency.

Pairs of reconstructed opposite-charge tracks are fitted to a common vertex. Only events with a
quality of the fit with x2 per degree of freedom < 6 are retained Fig. 10 shows the distribution of the
reconstructed transverse decay length L., for direct J/y events and events originated from B hadrons

decay. It is defined as: L,, = % , where D is the distance between the primary and secondary

vertices and pr(J/y) is the J/y reconstructed transverse momentum. It is used to distinguish between
the prompt J/y, which have a pseudo-proper time of zero (L,, < 0.4 mm) , and B-hadron decays into
J/y+X having an exponentially decaying pseudo-proper time distribution due to the non-zero lifetime of
the parent B-hadrons (Ly, > 0.25 mm).
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Figure 10: Distributions of the reconstructed transverse decay length direct J/y events (left) and J/y
events originated from B hadrons decay (right).

5.2.2 Reconstruction of J/y from bb decays

After selection, only ~2000 events are reconstructed. This statistics is scaled to 1.9 x 10° events, corre-
sponding to the expected statistics for an integrated luminosity of 100 pb~!.

Reconstruction in the inner detector:
Fig. 11 shows the electron pair invariant mass distribution using only the inner detector information for
signal events. The fitted function behaves as a Breit-Wigner distribution ~ I'/(Am3 + (I'/2)?) to the left
of the peak mo, and as a Gaussian of width Oyigp to the right, as shown in Fig. 11. The parameter Gyjgp
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Figure 11: The electron pair invariant mass distribution for bB; — u(6)J/wX events. The energy and
direction information are taken from the inner detector. An asymmetric fit is performed with a function
which behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the right of
the peak. Results are shown without (crosses) and with (bullets) bremsstrahlung recovery included.
Selection of events includes L1 trigger and offline and number of events is scaled to 100 pb~".
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characterises the effective resolution in the invariant mass distribution of the pair, while I'" is a measure
of the intensity of energy loss by the electrons due to the bremsstrahlung. Amg = mg — M;y,, where
My = 3096 MeV is the nominal J/y mass. The fitted values of the parameters are shown in Table 6.
The J/y reconstruction performance is assessed separately for the three cases: TRT barrel, when both
electrons have their track pseudorapidity |n| < 0.7, the TRT end-caps, when at least one electron has
In| > 0.7, and the full n range. In general the quality of the fit is not very high, in particular we see

Table 6: Results of an asymmetric fit to the invariant mass distributions for bB; — 1(6)J/yX events,
with a function that behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to
the right of the peak. The direction and energy information are taken from the inner detector.

brem fit | 71 range | Amg (MeV) | I' (MeV) | Gyighe (MeV)
all =777 557420 67+4
No Barrel =717 393+19 65+t4
End-caps | —1784+17 | 688143 123+ 11
All —66+£6 540418 9+4
Yes Barrel —45+7 417+19 T7+5
End-caps | —1284+12 | 657433 15548

difficulties with correctly reproducing the peak. Table 6 shows the results of the fit of the invariant mass.
A shift in the reconstructed mass is measured around 77 MeV, larger in the end-caps than in the barrel. As
mentioned in [5], such mass shifts may be due to detector alignment, material effects, magnetic field scale
and its stability. The CDF collaboration extensively and successfully used this method but it took many
years at the Tevatron to collect sufficient statistics to allow for the disentanglement of various detector
effects [22]. The parameter I is around 550 MeV. The Gaussian width, estimated from the right part of
the distribution is around 67 MeV. One can also notice the improvement in the mass reconstruction from
bremsstrahlung recovery. Without any bremsstrahlung recovery, only 47% of events are reconstructed
within + 200 MeV of the nominal J/y mass, whereas with the use of the bremsstrahlung recovery, this
fraction increases to approximately 55% for the dynamic-noise-adjustment algorithm.
Combined reconstruction:
The J/y mass can be also determined combining information from the inner detector and the electro-
magnetic calorimeter. The energy is taken from the electromagnetic calorimeter and the direction from
the more accurate measurements provided by the inner detector, taking into account the bremsstrahlung
recovery procedure. Figure 12 shows the di-electron invariant mass distribution obtained from the signal
sample only. An asymmetric gaussian function is fitted, with different width, Oief; and Ojigpe, €ither side
of the fitted peak mass mg. It is performed in a narrow mass interval, between 2.5 and 3.6 GeV. The
parameter Ojigp Characterises the effective resolution in the invariant mass, while Oief; is a measure of the
deterioration of this resolution due to bremsstrahlung. The fitted values of the parameters are shown in
Table 7. Performance is assessed separately for the three cases: TRT barrel, when both electrons have
their track pseudorapidity 1| < 0.7, the TRT end-caps, when at least one electron has || > 0.7, and the
full i) range. The resolution obtained is highly asymmetric, ~ 387 MeV on the left and ~ 189 MeV on
the right. It can be also noticed that the quality of the fit is rather poor.
Reconstruction in the electromagnetic calorimeter:

Finally it is interesting to investigate the performance if we rely only on the information from the elec-
tromagnetic calorimeter. Fig. 13 shows the electron candidates invariant mass distribution obtained from
the signal sample only. The same function defined for the combined reconstruction is used to fit the
distributions. The fitted values of the parameters are shown in Table 8. Performance is assessed sepa-
rately in three cases: the barrel region of the electromagnetic calorimeter, when both electrons have their

153



ELECTRONS AND PHOTONS — RECONSTRUCTION OF LOW-MASS ELECTRON PAIRS

% r T T T T I T T T T I T T T T I T T T Xz / ndf 16_77 / 5
¢600— Prob 0.004966
8 - Const 559.3+ 13.6
p=d - ATLAS Am 0.1009 + 0.0144
5500 o 0.3273+ 0.0122
o C Og 0.1888 + 0.0108
@ C -
c r ]
g 400 ]
w C i
300— -
200— -
100— + + =
C + + a
C + -+ ]
% L .M-—"ﬂﬂ ! L Il | L Il Il 'P'*n_-'r o ol [Era——
1 2 3 4 5 6
m,, (GeV)

Figure 12: The electron pair invariant mass for bB; — p(6)J/yX events. The energy is taken from the
electromagnetic calorimeter and the direction from the inner detector (including bremstrahlung recov-
ery). Selection of events includes L1 trigger and offline and number of events is scaled to 100 pb~".

Table 7: Asymmetric Gaussian fit results for bB; — 1 (6)J/wX events. The energy is taken from the
electromagnetic calorimeter and the direction from the inner detector.

n Amy (MeV) | Olet (MeV) | Grigne (MeV)
All 101 +14 327+12 189411
Barrel 94+16 285+12 183+12
End-caps 113428 385427 191 +21

pseudorapidity |n| < 1.4; the end-cap region, when at least one electron has |1| > 1.4; and for the full n
range. The resolution obtained from the width of the Gaussian is ~ 550 MeV.

Table 8: Asymmetric Gaussian fit results for bB; — 1(6)J/yX events. The energy and direction infor-
mation is taken from the electromagnetic calorimeter only.

n Amy (MeV) | Ojet (MeV) | Oright (MeV)
all —17+54 567 46 541 +53
barrel —9+62 558 50 5604 60
end-cap | —68+102 629 £+ 125 414 +74

5.2.3 Reconstruction of direct J/y and Y events

After selection, only ~4000 events are reconstructed. This statistics is scaled to 2.3 x 10° events, corre-
sponding to the expected statistics for an integrated luminosity of 100 pb~—!. Figure 14 shows the electron
pair invariant mass distribution using only the inner detector information. The same function as defined

154



ELECTRONS AND PHOTONS — RECONSTRUCTION OF LOW-MASS ELECTRON PAIRS

% : T T T T I T T T T I T T T T I T T T Xz / ndf 16_24 / 12
o 160 Prob 0.1805
0 o Const 142+4.9
S 140 ATLAS Am -0.01707 + 0.05424
o - gL 0.5675 + 0.0457
g,- 1200 R 0.5412 + 0.0526 .
n - ]
£ 100 _I_ Jr —
) - 7
> - ]
w 80 -
60— =
40— A + —
20 +++ T +++++ —
- 'ﬁ_"n—r+1-'-|-'_'|-+| P T SO T WA AN SN TR T W A S N .+"I'++ ey H]
% 1 2 3 4 5 6
mee (GeV)

Figure 13: The electron pair invariant mass for bB; — (6)J/yX events. The energy and direction
are taken from the electromagnetic calorimeter. Selection of events includes L1 trigger and offline and
number of events is scaled to 100 ph~'.
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Figure 14: The electron pair invariant mass distribution for pp — J/wX events. The energy and direction
information are taken from the inner detector. An asymmetric fit is performed with a function which
behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the right of the peak.
Selection of events includes L1 trigger, offline and a cut on E7 > 5 GeV for each electron to mimic the
HLT. The number of events is scaled to 100 pb~".

previously is fitted. The fitted values of the parameters Amy, I" and Oyjghe are shown in Table 9. The fitted
mass value is shifted by about 100 MeV, the I" factor is ~ 300 MeV and the resolution term is ~ 70 MeV.
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Table 9: Results of an asymmetric fit to the invariant mass distributions for pp — J/wX events, with a
function that behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the right
of the peak. The direction and energy information are taken from the inner detector.
n Amg (MeV) | I' (MeV) | Oyighe (MeV)
All 98 +1 298 +2 71£1
Barrel 77+ 1 255+2 62+ 1
End-caps | -142+2 | 35443 87+£2

5.2.4 1Y reconstruction

After selection, only ~1000 events are reconstructed. This statistics is scaled to 4.3 x 10* events, corre-
sponding to the expected statistics for an integrated luminosity of 100 pb~'. Fig. 15 shows the electron
pair invariant mass distribution from the inner detector information. The fitted values of the parameters
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Figure 15: The electron pair invariant mass distribution for pp — YX events. The energy and direction
information are taken from the inner detector. An asymmetric fit is performed with a function that
behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the right of the peak.
Selection of events includes L1 trigger, offline and a cut on Er > 5 GeV for each electron to mimic the
HLT. Number of events is scaled to 100 pb~!.

are shown in Table 10. The fitted mass value is shifted by about 180 MeV, the I" factor is ~ 1 GeV and
the resolution term is ~ 140 MeV.

5.3 Assessment of performance in situ with initial data

Initial studies have been performed for the J/y — ee tag-and-probe method briefly outlined below, using
events satisfying a single electron trigger with E7 > 5GeV. Due to too high rate at L1 (40 kHz) it has
to be pre-scaled by a factor of 60, which reduces the final statistics. Those events are used to look for
an opposite-charge electron pair identified by the offline electron reconstruction with an invariant mass
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Table 10: Results of an asymmetric fit to the invariant mass distributions for pp — YX events, with a
function which behaves as a Breit-Wigner distribution to the left of the peak and as a Gaussian to the
right of the peak. The direction and energy information are taken from the inner detector.

nrange | Amg (MeV) | I'(MeV) | Giigne (MeV)
All -181 £ 5 1098 + 11 137+ 3
Barrel -177 £ 5 930 + 12 137 + 3
End-caps | -252 &£ 11 | 1335+ 25 166 =7

near the J/y peak. Using the second electron as the probe which was not required to pass any trigger
selection, the efficiency (relative to the offline selection) of a given trigger signature can be measured.
We expect to collect of the order of = 20 x 103 J/y signal events after the pre-scale with an integrated
luminosity of 100 ph~'. Similar studies could be performed to study the offline electron selection.

One important ingredient in the calibration strategy for the electromagnetic calorimeter is the use of
large statistics samples of Z — ee decays to perform an accurate inter-calibration of regions with a fixed
size of A x A@ = 0.2 x 0.4. To cross-check the calibration obtained from the Z° decays and also to
check the linearity of the calorimeter, it is important to have calibration coefficients for a lower electron
energy range, which can be obtained using the J/y — ee and T — ee decays as shown in [23]. With
the expected statistics, a statistical precision of ~ 0.6% can be expected on the inter-calibration of the
electromagnetic calorimeter based on 100 pb~'. Still, more studies are needed in particular to improve
the energy reconstruction and to disentangle effects of inter-calibration with the distribution of material
in front of the electromagnetic calorimeter.

More generally, these electron samples will allow us to study the performance of both the recon-
struction of tracks in the inner detector and clusters in the electromagnetic calorimeter, as well as the
alignment between these two detectors. All these studies are crucial for the very first measurements
(such as, for example cross-section measurements) to be performed by the ATLAS experiment on the
early data.

6 Conclusion

In this note, the strategy to reconstruct J/y and Y particles, decaying into electron-positron pairs, has
been investigated. The possible trigger strategies have also been described. For initial luminosities
of 103! em™2 s~!, a trigger on low-energy di-electron pairs (2EM3 at L1) should provide good statistics
for the direct production of these particles. Moreover the standard B-physics trigger, using a single
muon above a certain py threshold can give access to these events through the bb production, without
biasing the selection of electromagnetic objects. For these studies, the electron reconstruction seeded by
a track in the inner detector has been used. Compared to previous studies, the main improvement comes
from the identification procedure, which can either use the standard cut-based analysis, with thresholds
tuned at low energy, or a dedicated identification developed for non-isolated electrons. The signal-to-
background ratio obtained is larger than one at the J/y and T peaks, but the extraction of the Drell-Yan
signal requires further studies. With an integrated luminosity of 100 pb~! and an efficient identification
and reconstruction of these low-mass pairs, approximately two hundred thousand J/y decays could be
isolated for detailed studies of the electron identification and reconstruction performance, in particular in
terms of matching energy and momentum measurements at a scale quite different from that of the more
commonly used Z — ee decays.
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Muon Reconstruction and Identification: Studies with
Simulated Monte Carlo Samples

Abstract

The strategy and performance for muon identification and reconstruction in
ATLAS are described. Performance metrics include efficiency, fake rates and
momentum resolution. Results are based on data simulated and reconstructed

in 2007.

1 Introduction

The ATLAS experiment will detect particles created in 14 TeV proton-proton collisions produced by the
CERN LHC (Large Hadron Collider). Only a tiny fraction of these collisions will correspond to inter-
esting standard model processes and an even smaller fraction to new physics. Muons, especially those
with high-pr (transverse momentum) and those that are isolated (from other activity in the detector), will
be much more common in these interesting events than in the background, and thus provide important
means to identify such events and to determine their properties. The ATLAS detector has been designed
to be efficient in the detection of muons and to provide precise measurement of their kinematics up to
one TeV.

In parallel with the construction of the detector, software has been developed to reconstruct these
muons, i.e., for each recorded event, to identify muons and measure their position, direction and momen-
tum. Here we describe the strategies being pursued for this reconstruction and the current performance
characterized in terms of efficiency, fake rate and precision and accuracy of measurement. The results
reported here are based on simulation data generated and reconstructed in 2007.

We begin with descriptions of the detector, the reconstruction algorithms and the means by which
we measure the performance. These are followed by sections documenting this performance for each of
the various reconstruction strategies and finally a section summarizing results and commenting on future
developments.

2 Detector

The ATLAS detector [1] has been designed to provide clean and efficient muon identification and precise
momentum measurement over a wide range of momentum and solid angle. The primary detector system
built to achieve this is the muon spectrometer, shown in Figure 1. The spectrometer covers the pseudo-
rapidity range |1| < 2.7 and allows identification of muons with momenta above 3 GeV/c and precise
determination of pr up to about 1 TeV/c.

The muon spectrometer comprises three subsystems:

* Superconducting coils provide a toroidal magnetic field whose integral varies significantly as a
function of both 11 and ¢ (azimuthal angle). The integrated bending strength (Figure 2) is roughly
constant as a function of 1 except for a significant drop in the transition between the barrel and
endcap toroid coils (1.4 S|n| 1.6).

* Precision detectors are located in three widely-separated stations at increasing distance from the
collision region. Each station includes multiple closely-packed layers measuring the 1-coordinate,
the direction in which most of the magnetic field deflection occurs. Monitored drift tubes provide
these measurements everywhere except in the high-n (|n| > 2.0) region of the innermost station
where cathode strip chambers are used. The measurement precision in each layer is typically better
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Figure 1: The ATLAS muon spectrometer.

than 100 pm. The cathode strip chambers additionally provide a rough (1 cm) measurement of the
¢-coordinate.

* Resistive plate and thin gap chambers provide similarly rough measurements of both 11 and ¢ near
selected stations.

High-pr muons typically traverse all three stations but there are 1-¢ regions where one, two or all
three stations do not provide a precision measurement, e.g. those regions with support structures or
passages for services. There are also regions where overlaps allow two measurements from a single
station. Figure 3 shows the number of station measurements as function of 1) and ¢. The resolution and
efficiency are degraded where one or more stations do not provide a measurement.

Figure 4 shows how contributions to the muon spectrometer momentum resolution vary as a function
of pr. At low momentum, the resolution is dominated by fluctuations in the energy loss of the muons
traversing the material in front of the spectrometer. Multiple scattering in the spectrometer plays an
important role in the intermediate momentum range. For pr > 300 GeV/c, the single-hit resolution,
limited by detector characteristics, alignment and calibration, dominates.

The other ATLAS detector systems also play important roles in achieving the ultimate performance
for muon identification and measurement. The calorimeter, with a thickness of more than 10 interaction
lengths, provides an effective absorber for hadrons, electrons and photons produced by proton-proton
collisions at the center of the ATLAS detector. Energy measurements in the calorimeter can aid in muon
identification because of their characteristic minimum ionizing signature and can provide a useful direct
measurement of the energy loss [2].

A tracking system inside the calorimeters detects muons and other charged particles with hermetic
coverage for || < 2.5, providing important confirmation of muons found by the spectrometer over that
1 range. This inner detector has three pixel layers, four stereo silicon microstrip layers, and, for |n| <
2.0, a straw-tube transition radiation detector that records an average of 36 additional measurements on
each track. A 2 Tesla solenoidal magnet enables the inner detector to provide an independent precise
momentum measurement for muons (and other charged particles). Over most of the acceptance, for pr
roughly in the range between 30 and 200 GeV/c, the momentum measurements from the inner detector

163



MUONS — MUON RECONSTRUCTION AND IDENTIFICATION: STUDIES WITH SIMULATED . ..

’é\ 8_ T T T T I T T T T I T T T CI T T T I T T T T I T T T ]
— " Barrel region S | End-cap ]
= I 9 & | region i
6 2 -
S i S ]
o - g i
AT ¢=n/8 S B
i i
e :
of Y v .
_2 _I 1 1 1 I 1 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 1 I 1 1 I_

0 0.5 1 1.5 2 2.5

ml

Figure 2: ATLAS muon spectrometer integrated magnetic field strength as a function of |n|.
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Figure 3: Number of detector stations traversed by muons passing through the muon spectrometer
as a function of || and ¢.
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Figure 4: Contributions to the momentum resolution for muons reconstructed in the Muon Spec-
trometer as a function of transverse momentum for 1| < 1.5. The alignment curve is for an
uncertainty of 30 tm in the chamber positions.

and muon spectrometer may be combined to give precision better than either alone. The inner detector
dominates below this range, and the spectrometer above it.

3 Overview of reconstruction and identification algorithms

ATLAS employs a variety of strategies for identifying and reconstructing muons. The direct approach is
to reconstruct standalone muons by finding tracks in the muon spectrometer and then extrapolating these
to the beam line. Combined muons are found by matching standalone muons to nearby inner detector
tracks and then combining the measurements from the two systems. 7Tagged muons are found by ex-
trapolating inner detector tracks to the spectrometer detectors and searching for nearby hits. Calorimeter
tagging algorithms are also being developed to tag inner detector tracks using the presence of a mini-
mum ionizing signal in calorimeter cells. These were not used in the data reconstruction reported here
and their performance is documented elsewhere [2].

The current ATLAS baseline reconstruction includes two algorithms for each strategy. Here we
briefly describe these algorithms. Later sections describe their performance.

The algorithms are grouped into two families such that each family includes one algorithm for each
strategy. The output data intended for use in physics analysis includes two collections of muons—one
for each family—in each processed event. We refer to the collections (and families) by the names of the
corresponding combined algorithms: Staco [3] and Muid [4]. The Staco collection is the current default
for physics analysis.

3.1 Standalone muons

The standalone algorithms first build track segments in each of the three muon stations and then link the
segments to form tracks. The Staco-family algorithm that finds the spectrometer tracks and extrapolates
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them to the beam line is called Muonboy [3]. On the Muid side, Moore [5] is used to find the tracks and
the first stage of Muid performs the inward extrapolation.

The extrapolation must account for both multiple scattering and energy loss in the calorimeter. Muon-
boy assigns energy loss based on the material crossed in the calorimeter. Muid additionally makes use
of the calorimeter energy measurements if they are significantly larger than the most likely value and the
muon appears to be isolated [6].

Standalone algorithms have the advantage of slightly greater |1| coverage—out to 2.7 compared to
2.5 for the inner detector—but there are holes in the coverage at 1| near 0.0 and 1.2 (see figure 3).
Very low momentum muons (around a few GeV/c) may be difficult to reconstruct because they do not
penetrate to the outermost stations.

Muons produced in the calorimeter, e.g. from 7 and K decays, are likely to be found in the standalone
reconstruction and serve as a background of “fake” muons for most physics analyses. There are a few
exotic channels for which charged particles appearing in the calorimeter are a signal of interest.

3.2 Inner detector

The primary track reconstruction algorithm for the inner detector is described in Ref. [7]. Space points
are identified in the pixel and microstrip detectors, these points are linked to form track seeds in the
inner four layers, and tracks are found by extending these seeds to add measurements from the outer
layers. This strategy is expected to give very high detection efficiency over the full detector acceptance,
In| <2.5.

3.3 Combined muons

Both of the muon combination algorithms, Staco and Muid, pair muon-spectrometer tracks with inner-
detector tracks to identify combined muons. The match chi-square, defined as the difference between
outer and inner track vectors weighted by their combined covariance matrix:

aen = (Tnvs — Tip) T (Crp + Cyms) ™ (Tws — Tip) (1)

provides an important measure of the quality of this match and is used to decide which pairs are retained.
Here T denotes a vector of (five) track parameters—expressed at the point of closest approach to the beam
line—and C is its covariance matrix. The subscript ID refers to the inner detector and MS to the muon
spectrometer (after extrapolation accounting for energy loss and multiple scattering in the calorimeter).
Staco does a statistical combination of the inner and outer track vectors to obtain the combined track
vector:
T = (Cil + Ca) ™ (Cal Tio + o i) @

Muid does a partial refit: it does not directly use the measurements from the inner track, but starts from
the inner track vector and covariance matrix and adds the measurements from the outer track. The fit
accounts for the material (multiple scattering and energy loss) and magnetic field in the calorimeter and
muon spectrometer.

3.4 Tagged muons

The spectrometer tagging algorithms, MuTag [3] and MuGirl [8], propagate all inner detector tracks with
sufficient momentum out to the first station of the muon spectrometer and search for nearby segments.
MuTag defines a tag chi-square using the difference between any nearby segment and its prediction from
the extrapolated track. MuGirl uses an artificial neural network to define a discriminant. In either case,
if a segment is sufficiently close to the predicted track position, then the inner detector track is tagged as
corresponding to a muon.
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At present, both algorithms simply use the inner-detector track to evaluate the muon kinematics, i.e.
the inner track and spectrometer hits are not combined to form a new track. This is not very important in
the low-pr regime that these algorithms were originally intended to address. Both algorithms are being
further developed to allow extrapolation to other and multiple stations and add the capability to include
the spectrometer measurements in a track refit.

There is an important difference in the way these algorithms are run in the standard reconstruction
chain. MuGirl considers all inner-detector tracks and redoes segment finding in the region around the
track. MuTag only makes use of inner-detector tracks and muon-spectrometer segments not used by
Staco. Thus MuTag serves only to supplement Staco while MuGirl attempts to find all muons. Obviously,
MuTag is part of the Staco family and most sensibly used in that context. MuGirl muons are recorded as
part of the Muid family.

3.5 Merging muons

The muon finding efficiency (and fake rate) may be increased by including muons found by multiple
algorithms but care must be taken to remove overlaps, i.e. cases where the same muon is identified by
two or more algorithms. To a large extent, this is done when the collections are created. Standalone
muons that are successfully combined are not recorded separately. In those cases where a standalone
muon is combined with more than one inner-detector track, exactly one of the muons is flagged as “best
match.” In the Staco collection, the tagged and combined muons do not overlap by construction. In
the Muid collection, overlaps between MuGirl and Muid muons are removed by creating a single muon
when both have the same inner detector track.

Analysts wishing to merge standalone and tagged muons or muons from different collections may
make use of a muon selection tool to remove overlaps. It requires muons have different inner-detector
tracks and merges standalone muons that are too close to one another. Closeness is defined by n-¢
separation with a default limit of 0.4.

4 Tools for performance evaluation and classification of tracks

Simulation samples were created in the ATLAS framework by running an event generator (PYTHIA [9]
or MC@NLO [10, 11]) and using GEANT4 [12] to propagate the final-state particles using ATLAS-
specific code to describe the geometry and response of the detector. The data were then reconstructed
using the software based on the algorithms described in the previous chapter.

4.1 Truth matching and track classification

Muon reconstruction performance is evaluated for each event by comparing selected reconstructed muons
with the true muons, i.e. those in the Monte Carlo truth record. The latter include muons created in the
initial event generation as well as secondaries produced during propagation through the tracking volume.
Muons produced in the calorimeter or muon spectrometer are not included in the truth record. True
muons with transverse momentum below 2 GeV/c are also excluded to avoid spurious matches with
candidates we do not expect to be able to reconstruct.

For each event, a one-to-one matching is performed between the selected reconstructed muons and
the true muons. The matching makes use of two distance metrics: D, is the reference distance measured
from true muon to the reconstructed muon:

2 2 2
OPreco — Prrue Nreco — Nitrue APT /pT
Dre = B T— —_— _ 3
f \/( 0.005 ) +( 0.005 > +< 0.03 ) ©)
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and D,,, is the evaluation distance measured from the reconstructed muon to the true muon:

Deva = \/(Treco - Ttrue) C;eio (Treco - Ttrue) (4)

In the first equation, Apr /pr is the fractional momentum resolution:

ApT . l/pTreco - l/thrue __ PTtrue — PTreco (5)
PT l/thrue PTreco
Here pr is signed (i.e. carries the charge sign), but elsewhere in the text it denotes the magnitude
of the transverse momentum. In the second distance equation, T again denotes the vector of (five)
track parameters (expressed at the distance of closest approach to the beam line) and C the associated
covariance matrix. Note that D2, is a chi-square with five degrees of freedom.

There is a maximum allowed value for each of these distances. For D,,, the maximum value is 1000,
a very loose cut. The limit for Dy, is 100 and we see from equation 3 this implies the matched muons
must be within a distance of 0.5 in 17 and ¢ and have the same charge sign with pr,.co > 0.25 prsyye OF
opposite sign with prreco > 0.50 pryrye.

The matching is carried out by first examining each reconstructed muon and assigning it to the nearest
true muon using the evaluation distance. The reconstructed muon is left unmatched if no distance is less
than the maximum allowed value. The reference distance is evaluated for each match and the match is
discarded if it exceeds the threshold for that quantity. If more than one match remains for any true muon,
then only the match with the smallest reference distance is retained.

True muons that are matched are said to be found and those left unmatched are lost. Found muons
are classified as good if they have D,,, < 4.5 corresponding to a chi-square probability above 0.0011.

Reconstructed muons are said to be real if they are matched and fake if unmatched. Note that these
fakes may correspond to true muons produced outside the tracking volume (e.g. in the calorimeter) and
hence not included in the truth record.

4.2 Performance measures

Our performance measures include efficiency, fake rate, resolutions and resolution tails. The efficiency
or finding efficiency is defined to be the fraction of true muons that are found and is typically evaluated
for some kinematic selection (applied after matching). The good efficiency is the fraction of true muons
that are found and classified as good (as defined in the previous section). The good fraction is the fraction
of found muons that are classified as good. In the sections that follow, we present the overall efficiency
for various physics samples and the efficiency as a function of 1 for the primary benchmark sample.

The fake rate is defined to be the mean number of fake muons per event and it is presented for a
variety of pr thresholds corresponding to the values that might be chosen for different physics analyses.

Five kinematic variables characterize a track, but here we examine only the measurement of the
transverse momentum. The precision and accuracy of the direction measurements are typically much
better than that required for any physics analysis. The measurement of the initial position of the track
(e.g. at the distance of closest approach to the beam line or vertex) is discussed in another note [13]. For
the momentum, we use the fractional residual, Apy/pr, defined in equation 5. This distribution is fitted
with a Gaussian and the resolution is defined to be the sigma of this fit. The tails in the distributions
are often more important than the core resolution and we characterize these by evaluating the fraction
of found muons in five tail categories. The first three are those for which the magnitude of this residual
exceeds 5%, 10% or 30%. The last category is the fraction for which the charge sign is incorrectly
measured. Finally there is an intermediate category in which either the sign is incorrect or the magnitude
of the measured momentum is more than two times larger than the true value.
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4.3 Monte Carlo samples

Our primary benchmark sample is a collection of ¢f events requiring the presence of at least one lepton
(electron, muon or tau). The initial inclusive sample was produced using MC@NLO in conjunction with
Herwig [14]. This sample provides a variety of mechanisms for producing muons and we present results
for two: direct muons which do not have any quarks in their ancestry and indirect muons whose ancestry
includes a heavy quark (b or c) but not a tau. In this sample, the former are produced directly in the
leptonic decay of a W-boson.

Performance metrics are plotted as a function of 1 for #f direct muons. In addition, we tabulate
efficiencies and fake rates for these muons, for #f indirect muons, and for muons in separate low- and
high-p7 samples. The low-pr sample is taken from direct PYTHIA J/y production with the J /y forced
to decay to two muons and a filter selecting only those events where both muons have |n| < 2.5 and
pr > 4 GeV/c. Muons produced by other processes in these events are suppressed by restricting the
analyzed sample to muons that have a c-quark in their ancestry. The high-pr sample consists of direct
muons in PYTHIA production of Z' — pu with a Z' mass of 2 TeV. The generation also includes Z/y
and interference but a dimuon mass cut (m, > 500 GeV/c) ensures that the average muon pr is above
500 GeV/c.

At design luminosity, ATLAS will have many interactions in each beam crossing (pileup) and there
will be significant background in the muon chambers from low-energy photons and neutrons (cavern
background). To get an estimate of the effect this will have on our reconstruction algorithms, we pro-
cessed a ¢7 sample overlaid with the backgrounds expected for a reference luminosity of 103 cm=2s~!.
The cavern background was included with a safety factor of 2.0, i.e. at twice the value expected for this
luminosity. In the following, this sample is called the high-luminosity ¢ sample. Low luminosity refers
to samples without any pileup or cavern background.

There is considerable uncertainty in the estimate of the cavern background and active development is
underway to improve reconstruction in this environment, and so the results presented here provide only
a rough indication of the performance we expect at high luminosity.

Figure 5 shows the pr, 1 and isolation energy distributions for the true muons in the samples studied
in this note. The isolation energy was obtained by summing the calorimeter transverse energy in an 1-¢Q
cone of radius 0.2 about the muon. The most probable value for the muon energy loss (as discussed in
reference [2]) is subtracted from these values.
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Figure 5: True pr (left), n (center) and isolation (right) distributions for the ¢7 direct muons (top),
tf indirect muons (second from top), Z’ (mass 2 TeV) direct muons (third from top) and J/y muons
(bottom). Note that the pr range is different in each of the plots of that variable.
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S Standalone muon performance

5.1 Efficiencies and fake rates

Figure 6 shows the standalone #7 direct muon efficiencies and fake rates as functions of 7 at low luminos-
ity (i.e. without any pileup or cavern background) and at our reference luminosity (10°* /cm?/sec with
cavern background safety factor 2.0). Table 1 gives the integrated efficiencies and fake rates for these
and other samples.

Efficiency Fakes/(1000 events) above pr limit (GeV/c)
Sample found | good 3. ] 10 | 20 | 50
Muonboy

tt direct 0.951 (1) | 0.812 (1)

tf indirect 0.949 (1) | 0.783 (2)
hi-.Z tf direct | 0.950 (2) | 0.809 (3) | 53 (1) 8.24) 39 (2 1.9 (2)
7' direct 0914(2) | 0781 (3) | 141 @G| 79 B3| 61 (B)|37 @2
J/y 0959 (3) | 0.764 (6) | 51 (1) 5.0(4) 1.6 2)| 0.6 (1)
Moore/Muid
tf direct 0.943 (1) | 0.861 (1)

tf indirect 0.920 (2) | 0.838 (2)
hi- % tf direct | 0.932(2) | 0.836(3) | 984 (4) | 301 (2) | 156 (2)| 61 (1)
Z' direct 0.887(2) | 0769@3) | 168 (4) | 102 3)| 75 (@A) |43 (2
J/y 0.830 (5) | 0.723 (6) 6.7 (4) 1.1 (2) 05 (1) | 0.13(6)

24.0 (3) 4.4 (1) 1.69 (7) | 0.52 (4)

19.8 (3) 39(D) 1.44(6) | 047 4)

Table 1: Muonboy and Moore/Muid efficiencies and fake rates for various samples (section 4.3).
Efficiencies are presented both for all found muons and for those with a good truth match (D, <
4.5). Both are calculated for true muons with || < 2.5 and pr > 10 GeV/c. Fake rates are
presented for a variety of py thresholds.

Comparing with Figure 3, we see most of the efficiency loss occurs in regions where the detector
coverage is poor, i.e. for |n| around 0.0 and 1.2. Otherwise, the ¢f muon efficiency is close to 100%
for Muonboy and around 99% for Moore/Muid. The Muid good fraction is significantly higher than for
Muonboy, presumably because of better handling of the material in the calorimeter. The algorithms have
similar fake rates at low luminosity. At the higher luminosity, the Staco rate increases significantly (by
a factor of 2-4) while the Moore/Muid rate increases dramatically (factor of 100). In the high-pr Z’, the
efficiency falls by a few percent for both algorithms. For the low-p7 (and non-isolated) J/y muons, the
Moore/Muid efficiency degrades significantly while Muonboy remains high.

5.2 Resolution

Figure 7 shows the pr resolutions and tails as functions of 17 and pr. The resolution is degraded at
intermediate pseudorapidity (1.2 < || < 1.7) because of the reduced number of measurements (figure 3),
the low field integral in the overlap between barrel and endcap toroids (figure 2), and the material in the
endcap toroid (figure 1). The average resolution is very similar for the two algorithms. Despite having a
lower good fraction, Muonboy has fewer muons for which the charge sign is incorrectly measured. This
suggests that, at least in the tails, Moore/Muid provides a better estimate of the momentum error while
Muonboy provides a better estimate of its value. The Moore/Muid tails are likely due to the assignment
of incorrect hits to spectrometer tracks.
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Figure 6: Standalone efficiency and fake rate as functions of true 11 for Muonboy (left) and
Moore/Muid (right) for direct muons in 7 at low (top) and high (bottom) luminosity. In the effi-
ciency plots, the upper curve (blue) is the efficiency to find the muon while the lower curve (green)
additionally requires a good match (D,,, < 4.5) between reconstructed and true track parameters.
Fake rates are shown for a variety of pr thresholds.
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6 Inner detector performance

Figure 8 shows the efficiency for ¢7 direct muons and Table 2 gives the integrated efficiencies for all of the
samples. The efficiency is high for all 7 (within the acceptance) and all samples. There is no evidence
of degradation when pileup is added.

The inner detector momentum resolution is the same as that for tagged muons, reported later: see
Figure 13 in section 8.

e e R
c | | c |
Q Q
O r 7 O r
© - 1 © r
0.5 . 0.5
r ATLAS — T r ATLAS —
L |t direct found 1 L | L33sfo2 tf direct found
L Inner detector —good | L Inner detector —good
O,ww\wwww\wwww | T S SR NS 0,\\\\\\\\\\\\ PRI B
=3 -2 -1 1 2 =3 -2 -1 2

Sw

Figure 8: Inner detector #f direct muon efficiency as a function of true 1 at low (left) and high
(right) luminosity. In each figure, the upper curve (blue) is the efficiency to find the muon while
the lower curve (green) additionally requires a good match (D,,, < 4.5) between reconstructed
and true track parameters. The efficiency is for pr > 10 GeV/c.

Efficiency
Sample found good
1t direct 0.996 (1) | 0.950 (2)
tf indirect 0.997 (1) | 0.833(5)
hi-Z tf direct | 0.995 (1) | 0.947 (2)
Zprime direct | 0.993 (1) | 0.966 (1)
J/y 0.995 (1) | 0.941 (3)

Table 2: Inner detector efficiencies. The samples and algorithms are described in the text. Effi-
ciencies are presented both for all found muons and for those with a good truth match (D,,, < 4.5).
Efficiencies are calculated for true muons with || < 2.5 and p7 > 10 GeV/c.

7 Combined muon performance

7.1 Efficiencies and fake rates

Figure 9 shows the combined #7 direct muon efficiency and fake rates for each algorithm as a function of
n for both low and high luminosity. Compared with the performance for standalone muons (figure 6),
Staco shows a small drop in efficiency with little reduction of the fake rate except for the lowest pr
threshold at high luminosity. In fact, the high-pr fake rates increase at either luminosity because low-pr
standalone muons are matched to high-pr inner-detector tracks. At low luminosity, Muid ## shows a
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small decrease in both efficiency and fake rate. When background is added, the dramatic increase in
fakes for Moore standalone is not observed in Muid combined, i.e. the matching suppresses most of the
fakes and the Muid high-pr fake rates are lower than those of Staco. However, the high-luminosity ¢f
Muid efficiency is significantly worse than that of Staco.

When matching inner detector and muon spectrometer tracks, both Staco and Muid calculate x> .,
(section 3.3) which serves as a discriminant for separating real and fake muons. The fakes include pion
or kaon decays in or near the calorimeter. Figure 10 shows the 9531 e, distributions for both direct found
muons and fakes. We see that with a cut on this quantity, e.g. X,i aen < 100, many of the Staco high-pr
fakes can be suppressed with only a modest loss in efficiency. The higher Staco fake rates come from
looser cuts during reconstruction and, if the x,%m,ch cuts are adjusted to give the same efficiencies, the
Staco fake rate is lower.

Table 3 shows the integrated Staco and Muid muon efficiencies and fake rates for all samples includ-
ing an entry showing the effect of the above cut on x,%l atch-

Efficiency Fakes/(1000 events) above pr limit (GeV/c)
Sample found | good 3 | 10 | 20 | 50
Staco

1t direct 0.943 (1) | 0.875 (1)

1t indirect 0.933 (1) | 0.767 (2)
tt directcut | 0.924 (1) | 0.865(1) | 148(2) | 3.1 (1) | 0.39(3) 0.01 (1)
hi-Z tf direct | 0.941 (2) | 0.871 (3) | 259(7) | 11.2 (4) | 43 (3) 0.7 (1)

2203)| 96 ()| 34 (1) 0.62 (4)

7! 0910(2) | 0824 (3) | 14 (1) | 84 9 | 52 (1) 34 (6)
J/y 0943 (3) | 0.873(4) | 09@2) | 0.24(8) | 0.11(5 0.0 (0
Muid

i direct | 0.926 (1) | 0.877 (1)
fFindirect | 0.888 (2) | 0.748 (3)
T directeut | 0.917 (1) | 0.871 (1) | 14.0(2) | 1.96(8) | 0.33(3) | 0.03 (1)
hi--Z 17 direct | 0.904 (2) | 0.854(3) | 355(8) | 50 (3) | 1.1 (1) | 024(6)
Z direct | 0.872(2) | 0811 (3) | 11 (1) | 45 ()| 3.1 6)| 27 (5
T/v 0.793(5) | 0.741(6) | 0.8(1) | 003(3) | 0.0 (0)| 0.0 (0)

154 (2) | 236(0) | 0.484) 0.05 (1)

Table 3: Staco and Muid efficiencies and fake rates. The samples and algorithms are described in
the text. Algorithm names are followed by “cut” to indicate that reconstructed muons are required
to have x,fmtch < 100 for both efficiency and fake calculations. Efficiencies are presented both for
all found muons and for those with a good truth match. Both are calculated for true muons with
In| < 2.5 and pr > 10 GeV/c. The fake rates are presented for a variety of pr thresholds.

7.2 Resolution

Figure 11 shows the ¢f direct muon pr resolutions and tails as functions of 1 and pr. Comparing
with the same for standalone reconstruction (figure 7), we see, as expected, the combined resolution
is significantly better especially in the overlap region (|| around 1.5) and for pr below 100 GeV/c.
There are also significant reductions in the tails of momentum residuals. Misreconstruction and charge
misidentification rates are around 0.01% for the combined muons instead of 0.1% for the standalone.
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Figure 9: Combined muon efficiency and fake rate for Staco (left) and Muid (right) as functions
of true n for direct muons in 7 at low (top) and high (bottom) luminosity. In each efficiency plot,
the upper curve (blue) is the efficiency to find the muon while the lower curve (green) addition-
ally requires a good match (D,,, < 4.5) between reconstructed and true track parameters. The
efficiencies are for py > 10 GeV /c. Fake rates are shown for a variety of pr thresholds.
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8 Tagged muon performance

8.1 Efficiencies and fake rates

ATLAS runs two tagging algorithms but only MuGirl attempts to find all muons. MuTag is run in a
manner to complement Staco and the performance of the combination of these two is reported in the
following section.

Figure 12 shows the MuGirl direct muon efficiency and fake rates as a function of 7 in #7 at low and
high luminosity. Table 4 gives the MuGirl integrated efficiencies and fake rates for all our samples.

Comparing with the combined muon results (figure 9 and table 3), we see that MuGirl has lower
efficiency and a substantially higher fake rate. We also observe that its performance degrades faster
when luminosity background is added. MuGirl has higher efficiency than Muid for reconstructing the
low-p7 muons in the J/y sample.

8.2 Resolution

Figure 13 shows the MuGirl pr resolution and tail as functions of 17 and pr. MuGirl does not refit the
tracks and so this is just the resolution of the inner detector. Comparing with the standalone (figure 7)
and combined (figure 11), we see how the standalone and inner measurements complement one another
to give high precision over the full 1 and p7 range of the ¢f sample.
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Figure 12: MuGirl efficiency (left) and fake rates (right) as a function of true 1 in #7 at low (top)
and high (bottom) luminosity. In each efficiency plot, the upper curve (blue) is the efficiency to find
the muon while the lower curve (green) additionally requires a good match (D,,, < 4.5) between
reconstructed and true track parameters. The efficiency is for muons with true pr > 10 GeV/c.
Fake rates are presented for a variety of py thresholds.

179



MUONS — MUON RECONSTRUCTION AND IDENTIFICATION: STUDIES WITH SIMULATED . ..

resolution

|-

p

resolution

|-

P

Efficiency Fakes/(1000 events) above p7 limit (GeV/c)
Sample found good 3 10 20 50
ttf direct 0.911 (1) | 0.870 (1)
tf indirect 0.899 (2) | 0.748 (3) 10506) | 237 ()| 7:3(2) 114 (6)
hi-.% tf direct | 0.866 (3) | 0.825(3) | 154 (2) | 26.1 (7) | 7.6 (4) 1.2 (1)
7' direct 0.8023) | 0781 3) | 57 2|26 @2)|15 (1) 5.9 (8)
J/y c-quark | 0.888 (4) | 0.839 (5) 443)| 011 (5| 0 (0 0 (O

Table 4: MuGirl efficiencies and fake rates. The samples and algorithms are described in the text.
Efficiencies are presented both for all found muons and for those with a good truth match. Both
are calculated for truth muons with || < 2.5 and pr > 10 GeV/c. The fake rates are presented for
a variety of pr thresholds.
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Figure 13: MuGirl fractional momentum resolution (Apr/pr) as a function of 1 (top) and pr
(bottom). Both the distribution (left) and tails (right) are shown for each. The tail is the fraction
of reconstructed muons with magnitude of residual greater than a threshold and results are shown
for a variety of thresholds. The last tail curve (red, “charge”) includes only muons reconstructed
with the wrong charge sign. The 4th tail curve (yellow, “2X high”) includes these and those with
momentum magnitude more than two times the true value.
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9 Merged muon performance

Finally we consider merging the muons produced by different algorithms. There are many possible com-
binations but we restrict ourselves to two simple but important cases: merging the combined and tagged
muons separately within each collection (family), i.e. we examine Staco+MuTag and Muid+MuGirl.

Figure 14 shows the corresponding direct muon efficiencies and fake rates in ¢7 at low and high
luminosity. The integrated efficiencies and fake rates for all samples are summarized in table 5. One
of the primary goals of the tagging algorithms is to reconstruct low-pr muons which the standalone
reconstruction misses because the energy loss in the calorimeter leaves these muons with very little
momentum in the muon spectrometer. Figure 15 shows the low-pr efficiency as function of pr for
combined alone and combined supplemented with tagged for each of the collections.

Sample Efficiency Fakes/(1000 events) above pr limit (GeV/c)
found | good 3 ] 10 | 20 | 50
Staco+MuTag

ttf direct 0.948 (1) | 0.879 (1)

tf indirect 0.940 (1) | 0.772 (2)
hi-Z tf direct | 0.946 (2) | 0.876 3) | 58 (1) | 16.6(5) | 6.1 (3) 1.1 (1)
Z' direct 0931 (2) 0844 3)| 32 @ |14 ()| 7.1 9 42 (7)
J/y 0.954 (3) | 0.883 (4) 25@3) | 03() | 0.11(5) 0 (O
Muid+MuGirl
tt direct 0.955 (1) | 0.903 (1)

tf indirect 0.946 (1) | 0.790 (2)
hi-Z tf direct | 0.952 (2) | 0.898 (2) | 181 (2) | 298 (7) | 84 (4) 1.2 (2)
7' direct 0929(2) | 0.866(3) | 61 (B3)|28 2|16 (1) 7.5 (9)
J/y 0.946 (3) | 0.885 (4) 47@) 10115 | 0 (O 0 (O

4904) | 144(2) | 48 (1) 0.86 (5)

113.1(6) | 2493) | 76 )| 1.17(6)

Table 5: Staco+MuTag and Muid+MuGirl efficiencies and fake rates. The samples and algorithms
are described in the text. Efficiencies are presented both for all found muons and for those with
a good truth match. Both are calculated for truth muons with |n| < 2.5 and pr > 10 GeV/c. The
fake rates are presented for a variety of pr thresholds.

The merge provides only a small improvement in the Staco efficiencies and a substantial increase in
the fake rates (factor of about four). For Muid, the efficiency gains are more substantial: the indirect
1t efficiency increases by 6% and the J/y by 15%. The fake rates are increased by a factor of five,
i.e. slightly above the MuGirl rates. Overall, the Muid+MuGirl performance is very similar to that
of Staco+MuTag. In both cases, we see the tagging algorithms do provide the significant efficiency
improvement for pr below 10 GeV/c.

10 Summary

10.1 Present status

The starting point for most ATLAS analyses are the combined muons, i.e. those muons constructed by
combining tracks found independently in the inner detector and muon spectrometer. Their momentum
resolution and fake rate (with appropriate quality cuts) are both significantly better than muons recon-
structed from either the spectrometer alone or muons identified by tagging inner detector tracks. In t7
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Figure 14: Muon efficiencies and fake rates for Staco+MuTag (left) and Muid+MuGirl (right) as
functions of true 7 in #7 at low (top) and high (bottom) luminosity. In each efficiency plot, the
upper curve (blue) is the efficiency to find the muon while the lower curve (green) additionally
requires a good match (D,,, < 4.5) between reconstructed and true track parameters. The muon
selection is described in the text. The efficiency is calculated for true pr > 10 GeV/c. The fake

rates are presented for a variety of pr thresholds.
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Figure 15: Low-pr muon finding efficiencies for combined muons alone and combined plus
tagged for the Staco (left) and Muid (right) collections. Results are show for the ¢7 indirect se-
lection. The other samples show similar behavior but have much poorer statistics at low-pzr. The
efficiency is calculated for muons with |n| < 2.5.

events, for muons from W — pv with || < 2.5, the Staco combined muon efficiency is 94% with most
of the loss coming from regions of the spectrometer where the detector coverage is thin. The efficiency
falls by a few percent when the muon transverse momentum reaches the TeV scale where it is much
more likely that a muon will radiate a substantial fraction of its energy. The 7 rate for fakes is a few per
thousand events for py > 20 GeV/c and this can be reduced by an order a of magnitude (with a 2% loss
in efficiency) by cutting on the muon quality ()(nz1 acn)- The performance of the Muid algorithm is only
slightly worse for ¢ but it is significantly less robust, losing additional efficiency at low-pr and high-pr
and when luminosity background is added.

The combined muons can be supplemented with the standalone muons to extend the 1 coverage to
2.7 and to recover the percent or so efficiency loss in combination. We do not report on this merge
but it is clear from the standalone results that the fake rates will increase significantly especially when
luminosity background is present. In the case of Moore, the fake rate is likely intolerable.

We find that merging with MuTag provides only slight improvement to the Staco efficiency with a
significant increase in fakes. This may reflect the success of Staco more than deficiencies in MuTag.
MuGirl is able to improve the Muid efficiency, so that the merge Muid+MuGirl has performance similar
to Staco or Staco+MuTag. By itself, the MuGirl efficiency is somewhat less than that of Staco especially
for high-p7 muons, and the fake rates are substantially higher.

10.2 Future

The results presented here reflect the status of the ATLAS software used to reconstruct (Monte Carlo)
production data in 2007. Work continues both to improve the algorithms described here and to add
new ones. The high-luminosity fake rate for Moore is being addressed by introducing timing cuts and
investigating alternative approaches to the pattern recognition. The latter also has the goal of reducing the
number of false hit assignments. Combined muons with large x,fmtch are being studied to see if a second
stage of pattern recognition can reduce the efficiency loss or resolution tails. Efforts are underway to
improve or replace the existing spectrometer-tagging algorithms; in particular, code is already in place
to extrapolate to additional stations enabling recovery of much of the standalone/combined efficiency
loss near || = 1.2. Two calorimeter-tagging algorithms have been developed and offer the possibility
of recovering much of the efficiency loss near 11 = 0. Improvements in modularity will make it possible
to mix components from the different algorithms, (e.g. to use Muid to combine Muonboy muons) and
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enable algorithms to share common tools such as those being developed to calculate energy loss, refit
muon tracks, and repair muons with poor fit quality.
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Muons in the Calorimeters:
Energy Loss Corrections and Muon Tagging

Abstract

The muon spectrometer is the outermost subdetector of the ATLAS detector,
beginning after a muon has traversed 100 radiation lengths of material. Muon
momentum measurements must be corrected for energy loss in the calorimeters
and the inert material before the muons reach the muon spectrometer. Energy
lost in the calorimeters can be estimated from parameterizations or from a
measurement of the energy deposited in the calorimeters. In addition, the muon
energy loss measurement can be used to tag muons not reconstructed in the
muon spectrometer due to inefficiencies, spectrometer acceptance or their low
momenta.

In this document we discuss different algorithms developed to perform the en-
ergy loss correction in the muon reconstruction. We compare the performance
of the muon reconstruction algorithms before and after the energy loss correc-
tion is applied. In addition, we describe the muon tagging algorithms, based
on measurements obtained in the calorimeters, and contrast their performance
in different simulated data samples.

1 Introduction

Muons traverse the inner detector and the calorimeters in the ATLAS experiment before reaching the
muon spectrometer. The material thickness traversed by the muons before reaching the muon spectrom-
eter is over 100 radiation lengths (Xp) (see Figure 1). By passing through this material, muons undergo
electromagnetic interactions which result in a partial loss of their energy. As over 80% of this material is
in the instrumented areas of the calorimeters, the energy loss can be measured. Understanding how this
energy loss happens, its magnitude and how to measure it is essential to obtain the best performance in
muon reconstruction and identification.

In this document we discuss the aspects of muon reconstruction and identification that make use of all
available energy loss information in the ATLAS software. The Muonboy [1] and Muid [2] algorithms for
muon reconstruction take into account internally the calorimeter material effects for tracks already found
in the muon spectrometer. Algorithms that calculate the energy loss and transport the track anywhere in
the detector are also available. The detailed computation of this correction is the main focus of Sections 2
and 3, while Section 4 is devoted to the use of the energy loss information for muon identification. This
note gives an overview of the current algorithms and techniques which will be used for the reconstruction
of the first data.

2 Algorithmic Treatment of Material Effects

When a muon traverses the detector material, it undergoes successive deflections and a loss of energy.
The total angular deflection is an accumulation of many small angle deflections, referred to as multiple
(Coulomb) scattering; and it is well approximated by a gaussian distribution that is centered at a zero
mean value. The expected root mean square of the projected scattering angle can be described by the
formula of Highland [4]:

oGPl 13.6 MeV

Dr Bep Vt[140.0381n¢], (1)
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Figure 1: Material distribution before the muon spectrometer in ATLAS as a function of 1 [3]. The
material is expressed in radiation lengths (Xp).

where ¢ is the thickness of the traversed material in units of the radiation length Xy. The energy loss, on
the other hand, is non-gaussian. Throughout this document, we will study the energy loss of muons going
through the ATLAS detector in detail. The discussion of multiple scattering, however, will be limited
to this section, because it is simpler and it will be based on the Highland formula shown above. The
thickness in the formula above is calculated from the geometry description for all algorithms. However,
there are small differences in how the multiple scattering information is used in the track fitting. These
differences are explained below, as the different track fitting strategies are discussed.

In ATLAS track reconstruction applications, two main track fitting strategies are deployed: the classi-
cal least squares method and the progressive method that corresponds to the Kalman filter formalism [5].

The least squares fit: In the global fitting technique, most material effects are directly integrated into
the y? function (the energy loss may or may not be fitted). This is done by introducing the deflection
angles and, possibly, energy losses as additional parameters to the fit.

The contribution of the fitted scattering angles to the x2 function has to be regulated by the expected
range of the scattering process in the traversed material. Scattering effects are applied to the muon on two
surfaces along its trajectory, because the scattering effects from material bulk can be accurately described
by two scattering centers. The Muonboy algorithm iterates its calculation of the muon trajectory in a
complex geometry with many scattering centers. The number of scattering centers is reduced to two
after the iteration. The iteration allows for a calculation of the material traversed after the trajectory has
been modified to account for the energy loss. On the other hand, the Muid algorithm and the ATLAS
tracking global-x? fitter [6] currently use a map of the material from the Monte Carlo on two surfaces.
The 1 coordinate of the track on these two surfaces is then used to calculate the amount of material
traversed by the muon.

The least squares fit with the calorimeter energy loss as a fitted variable can only be performed in
a combined fit including measurements of both the muon spectrometer segments and the inner detector
hits. If no inner detector hits exist, the treatment of the energy loss effects is fundamentally equivalent
for both a least-squares-inspired algorithm and a Kalman-filter-inspired algorithm.

To minimize the number of degrees of freedom in the least-squares fit, the number of fitted variables
must be minimized. In particular, one energy loss variable in a track fit is preferable. This does not mean
that the trajectory cannot be affected smoothly by the energy loss, because an extended set of material
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layers can be calculated using a detailed detector description as in Figure 2 and the fitted energy loss

Tile Calorimeter
Girder (Support)

EM Calorimeter

Hadronic Endcap

Figure 2: Left: 3-D view of the tracking geometry up to the muon spectrometer. Right: Example
set of energy loss update layers (shown as additional surfaces with respect to the figure on the left;
update positions shown as squares) created during the extrapolation of a track (black line) through the
calorimeter.

distributed proportionally among these layers. This is done for the purpose of transporting the track
through the calorimeters inside the Muonboy algorithm. An alternative approach is currently taken in the
Muid and ATLAS tracking global-y? fitter. These algorithms apply the energy loss to the track on one
surface inside the calorimeters hence approximate the rate of change of curvature within the calorimeter
volume (i.e.: they assume the momentum of the muon changes only at one place along its trajectory).
The effect of this simplification on the muon combined reconstruction is expected to be small, be-
cause the energy loss only affects the trajectory of the track if the track is bending. However, the area
where most of the energy loss happens (the calorimeter) has a small magnetic field. A quantitative es-
timate of the effect of the simplification can be obtained by comparing the multiple scattering effects
on the track and the bending that the track undergoes from its entrance in the calorimeters to its exit.
The bending is shown in Figure 3. Equation 1 indicates that a 10 GeV (100 GeV) muon going through
the calorimeters scatters following a gaussian distribution with RMS ~14-20 (1.4-2) milliradians (with
Xo = 100-200 from Figure 1). Figure 3 shows that the deviation of the track due to the magnetic field is
comparable to the deviation expected from multiple scattering at least in the ¢ direction. Algorithms that
use one surface to apply the energy loss correction approximate the mean trajectory inside the calorime-
ter with a systematic offset that increases with depth to a maximum value at the calorimeter centre. The
magnitude of this offset is proportional to the magnetic bending scaled by the fraction of energy loss to
muon energy. It thus remains small with respect to the uncertainties caused by Coulomb scattering.

Progressive fitting techniques: In progressive fitting techniques, the particle-detector interaction is
part of the transport process of the track to the next surface where a hit may exist (measurement sur-
face). The transported track can then be compared (and updated) with the measurement obtained on the
next measurement surface. In this transport process magnetic field and material effects (multiple scat-
tering and energy loss) are applied to the parameterization of the track. Multiple scattering is applied
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Figure 3: Calculated difference between the calorimeter entrance and exit coordinates (A, left, and A¢,
right) for 10 GeV (solid squares) and 100 GeV muons as a function of 1y of the muon at the interaction
point. The lack of mirror symmetry is due to the combined effect of the return flux of the solenoid
(unidirectional) and the toroidal magnetic field (symmetric around the z axis).

by increasing the uncertainties of the angular direction variables, while energy loss effects are taken into
account in two ways. A mean energy loss is applied to the track parameterization, and then an uncer-
tainty is added to the corresponding covariance matrix term to account for the stochastic behavior of the
energy loss. The resulting increased covariance terms degrade the track prediction for the subsequent
measurement surface.

Progressive fitting tools rely, therefore, on a precise description of the detector material and magnetic
field. An example is shown in Figure 2. The illustration on the right of Figure 2 shows material layers
that are calculated dynamically during the extrapolation process into the calorimeter active volumes.

In ATLAS, the stand-alone muon reconstruction algorithms (MOORE [7] and Muonboy) use ex-
clusively the least-squares formalism to fit tracks in the muon spectrometer. On the other hand, the
inner detector reconstruction uses by default the progressive fitting techniques. In combined muon re-
construction, when the hits in the inner detector are used in combination with the muon spectrometer,
the Muonboy-based algorithm (STACO) combines tracks reconstructed in the inner detector and muon
spectrometer independently, therefore being a mixture of the tracking fit and the least-squares fit carried
out by Muonboy. On the other hand, the MOORE-based algorithm (Muid) performs a least-squares fit in
both subsystems.

3 Corrections for the Energy Loss from the Beam Pipe to the Muon Spec-
trometer

In this section we describe how the energy loss is calculated from GEANT4 [8] based parameterizations
and/or measurements of the energy loss by the calorimeters. Muon isolation is also discussed in this
context. Finally, the energy loss corrections are validated as part of the muon reconstruction algorithms.

3.1 Parameterizations of the Energy Loss

Relativistic muons going through matter lose energy mostly through electromagnetic processes: ion-
ization, ete™ pair-production, and bremsstrahlung. Ionization energy loss dominates for muons of
momenta <100 GeV. Bremsstrahlung and e™e™ pair-production energy losses are often jointly referred
to as radiative energy losses. Higher energy muons lose energy mostly through radiative energy losses.
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However, when passing through materials made of high-Z elements the radiative effects can be already
significant for muons of energies ~10 GeV [9].

Ionization energy losses have been studied in detail, and an expression for the mean energy loss per
unit length as a function of muon momentum and material type exists in the form of the Bethe-Bloch
equation [10]. Other closed-form formulae exist to describe other properties of the ionization energy loss.
Bremsstrahlung energy losses can be well parameterized using the Bethe-Heitler equation. However,
there is no closed-form formula that accounts for all energy losses. Nevertheless, theoretical calculations
for the cross-sections of all these energy loss processes do exist. With these closed-form cross-sections,
simulation software such as GEANT4 can be used to calculate the energy loss distribution for muons
going through a specific material or set of materials.

The fluctuations of the ionization energy loss of muons in thin layers of material are characterized
by a Landau distribution. Here “thin” refers to any amount of material where the muon loses a small
percentage of its energy. Once radiative effects become the main contribution to the energy loss, the
shape of the distribution changes slowly into a distribution with a larger tail. Fits to a Landau distribution
still characterize the distribution fairly well, with a small bias that pushes the most probable value of the
fitted distribution to values higher than the most probable energy loss [11]. These features are shown
for the energy loss distributions of muons going from the beam-pipe to the exit of the calorimeters in
Figure 4.
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Figure 4: Distribution of the energy loss of muons passing through the calorimeters (|n| < 0.15) as
obtained for 10 GeV muons (left) and 1 TeV muons (right) fitted to Landau distributions (solid line).

As can be seen in Figure 4 the Landau distribution is highly asymmetrical with a long tail towards
higher energy loss. For track fitting, where most of the common fitters require gaussian process noise,
this has a non-trivial consequence: in general, a gaussian approximation has to be performed for the
inclusion of material effects in the track fitting [12].

In order to express muon spectrometer tracks at the perigee, the total energy loss in the path can be
parameterized and applied to the track at some specific position inside the calorimeters. As the detector
is approximately symmetric in ¢, parameterizations need only be done as a function of muon momentum
and 1. The n-dependence is included by performing the momentum parameterizations in different n
bins of width 0.1 throughout the muon spectrometer acceptance (|| < 2.7). The dependence of the most

probable value of the energy loss, EIIESSV, as a function of the muon momentum, p, is well described by

EMPY (pu) = aglpv + allnpv Inp, + aglpvpu, 2)

loss

where aompv describes the minimum ionizing part, cflnpV describes the relativistic rise, and alznpv describes
the radiative effects. The width parameter, Ojogs, Of the energy loss distribution is well fitted by a linear
function Oy ( p“) =ag +af py. Some of these fits are illustrated in Figure 5. This parameterization is
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Figure 5: Parameterization of the Efgfsv (left) and 0Oiogs (right) of the Landau distribution as a function of

muon momentum for different 1) regions. One sees a good agreement between the GEANT4 values and
the parameterization.

used as part of the Muid algorithm for combined muon reconstruction [3].

An alternative approach exists in the ATLAS tracking. In this approach, the energy loss is param-
eterized in each calorimeter or even calorimeter layer. The parameterization inside the calorimeters is
applied to the muon track using the detailed geometry described in Section 2.

The most probable value and width parameter of the Landau distribution are not affected by radiative
energy losses in thin materials in the muon energy range of interest (~5 GeV to a few TeV). This justifies
treating energy loss in non-instrumented material, such as support structures, up to the entrance of the
muon spectrometer as if it was caused by ionization processes only. The most probable value of the
distribution of energy loss by ionization can be calculated if the distribution of material is known [13].
Since material properties are known in each of the volumes in the geometry description used, it is easy
to apply this correction to tracks being transported through this geometry.

For the instrumented regions of the calorimeters, a parameterization that accounts for the large radia-
tive energy losses is required. To provide a parameterization that is correct for the full 1 range and for
track transport inside the calorimeters, a study of energy loss as a function of the traversed calorimeter
thickness, x, was performed. Two parameters that characterize fully the pdf of the energy loss for muons
were fitted satisfactorily using several fixed momentum samples as

E"PV9(x, Pu) = bg‘pv’a(pu )x+ brlnpv’c(pu)xlnx. 3)

loss

The momentum dependence of the b;(p,) parameters was found to follow the same form as in Equa-
tion 2. Fits for some of the absorber materials are shown in Figure 6. These parameterizations have
been validated over the 1) range from -3 to 3. A direct comparison of the most probable energy loss in
GEANT4 simulation and in the geometry of the ATLAS tracking algorithms is shown in Figure 7 for
muons propagating from the beam-pipe to the exit of the electromagnetic calorimeters and to the exit of
the hadronic calorimeters.

3.2 Measurements of the Energy Deposited in the Calorimeters

In this section the measurement of the muon energy loss in the calorimeters is discussed. Understanding
this measurement is important because it allows for an improvement in the energy loss determination.
This section provides a basic description of the ATLAS calorimeters and their measurements which is
important for understanding the topics discussed in Sections 3.3, 3.4 and 4.
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thickness of iron for muons of momentum 200 GeV. The fitting function has the form box + by xInx.
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Figure 7: Most probable value of the energy loss as parameterized in the geometry of the ATLAS tracking
(points) and in GEANT4 for muons of momentum 10 GeV (left) and 1 TeV (right) as a function of
pseudorapidity. The solid line and points correspond to the energy loss of muons propagating from the
beam pipe to the exit of the hadronic calorimeters. The filled histogram and hollow points correspond to
the energy loss of muons propagating from the beam pipe to the entrance of the hadronic calorimeters.

3.2.1 Muons in the Liquid Argon Calorimeters

The electromagnetic calorimeter is a lead-liquid argon sampling calorimeter with accordion shaped ab-
sorbers and electrodes, covering the |17| range up to 3.2.

The hadronic end-cap calorimeter, also based on liquid argon technology, covers the |n| range from
1.5 to 3.2. The absorbers are made of parallel plates of copper. The total thickness of the hadronic
end-cap calorimeters is 10 interaction lengths (Ajy;). The measurement of a muon signal in the hadronic
end-cap is complicated because the noise levels are high compared to the muon signal itself [14].

The detailed geometrical description of the LAr calorimeters is presented in [15]. Only the aspects
relevant for muon studies will be recalled. Both barrel and end-cap calorimeters possess up to three
longitudinal samplings (called strip, middle and back). They are completed by a liquid argon presampler
detector to estimate the energy lost in upstream material. The signal and noise distributions in two
longitudinal calorimeter samples in the barrel of the electromagnetic calorimeter are shown in Figure 8
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Figure 8: Distribution of the muon energy deposited in one electromagnetic calorimeter cell by 150 GeV
muons, fitted to a Landau function convolved with a gaussian [16]. The gaussians on the left of each
plot are the distributions of the noise. Left (right): energy deposit in a cell belonging to the first (middle)
longitudinal sampling traversed by the muon. The energy is the sum of the energies of the (up to two)
cells belonging to the muon cluster (see Section 4). The data were collected in the 2004 Combined Test
Beam.

for 150 GeV muons. Further discussion of how these distributions were calculated from the combined
test beam data can be found in Section 4. The signal can be separated from the noise, especially in the
middle sampling. In addition, comparisons between GEANT4 simulation and test beam data show that,
despite the high noise in the first sampling, the electromagnetic calorimeter can measure reliably the
energy lost by muons traversing it.

3.2.2 Muons in the Tile Calorimeter

The Tile Calorimeter (TileCal) [17] is a plastic scintillator/steel sampling calorimeter, located in the
region |n| < 1.7; it is divided into three cylindrical sections, referred to as the barrel and extended
barrels. It extends from an inner radius of 2.28 m to an outer radius of 4.25 m. Modules are segmented
in M and in radial depth. In the direction perpendicular to the beam axis, the three radial segments span
1.5, 4.1 and 1.8 Ajy in the barrel and 1.5, 2.6, 3.3 Ajy in the extended barrels. The resulting typical
cell dimensions are A1) x A¢ = 0.1 x 0.1 (0.2 x 0.1 in the outermost layer). This segmentation defines a
quasi-projective tower structure.

The TileCal response to high-energy muons follows a Landau-type distribution with characteristi-
cally long tails at high energies caused by radiative processes and energetic d—rays. This response has
been extensively studied in test beams with 180 GeV muons incident at projective angles. The peak
values of the muon signals vary by more than a factor of two in projective geometry. An example of the
muon signal, expressed in units of collected charge (pC), is shown in Figure 9, both for the whole tower
and the last radial compartment. The signal is well separated from the noise, with a signal-to-noise ratio
(S/N) of ~ 44 and ~ 18 respectively. The muon response was shown to be uniform in 1 to within 1.9 %
over all modules tested. The energy deposition spectrum observed in the TileCal test beams is within a
few percent of the GEANT4 prediction.
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Figure 9: Example of the isolated muon signal as measured at 7 = 0.35 in the whole tower (left) and in
the last radial compartment (right). The narrow peaks represent the corresponding noise. The energy is
measured in units of collected charge. For a muon 1 pC corresponds to roughly 1 GeV, yielding a noise
width of roughly 40 MeV for the last radial compartment. The data were collected in test beams in 2002
and 2003.

3.2.3 Measurements in Muon Algorithms

The previous sections discussed the reconstruction of energy depositions at the cell level. To provide
estimates of muon energy loss and muon isolation, several cells need to be used along the muon trajectory.
In addition, muon calibration factors such as the e¢/u ratio for minimum ionizing muons, need to be
adjusted in order to find the correct energy deposition.

The classical method for measuring the energy loss of muons in calorimeters is based on the concept
of a calorimeter tower, where the muon is assumed to follow a straight trajectory inside the calorime-
ters. A tower is defined as all calorimeter cells within a cone of fixed radius AR = \/An?%+ A¢? cen-
tered around the muon trajectory. Motivated by this concept, but with a few muon-specific changes, the
Straight Line method has been developed as part of the Muid algorithm for muon reconstruction. The
Straight Line method calculates the coordinates of the relevant track at half the depth of the calorimeter
by transporting the track to that position. These coordinates are used to calculate the calorimeter cells
included in the measurement cone.

In the Track Update method, the muon trajectory through the calorimeters is extrapolated either from
inner detector tracks or muon spectrometer tracks. Given this trajectory, the center of the measurement
cone is recalculated at each calorimeter layer. Figure 10 shows a qualitative comparison between the
Straight Line method and the Track Update method.

Figure 3 illustrated the quantitative differences in the muon trajectories from the two methods. The
difference between the Straight Line and Track Update methods can be estimated by comparing the
coordinates of the muon at the entrance of the electromagnetic calorimeters and at the exit of the hadronic
calorimeters. The difference is clearly negligible for muons of p7 > 100 GeV, even though it can be as
big as a third of a hadronic cell width for 10 GeV muons.

In Figure 11, a comparison between the measured energy and the true energy loss is shown for the
Track Update method. The average measured transverse energy loss in a cone of 0.2 around the muon
trajectory for single muons of momentum 10, 100 and 300 GeV is shown as a function of 1. In the same
7N bins the average true (as obtained from the GEANT4 full simulation) transverse energy lost between
the interaction point and the entrance of the muon spectrometer is shown. The energy lost by the muons
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Figure 10: Illustration of the Straight Line (left) and Track Update (right) concepts.
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Figure 11: Comparison between the average measured transverse energy deposition (points) and true
energy lost between the beam-pipe and the muon spectrometer (line) for muons of momentum 10 GeV
(left), 100 GeV (center) and 300 GeV (right). The errors shown are statistical only.

is well estimated by measurements in the calorimeters. The region around || = 1 corresponds to the
crack in the TileCal. Consequently, the measurement underestimates the energy loss in that region.

3.3 Muon Isolation

The previous studies demonstrate the capabilities of the calorimeters to measure the energy lost by
muons. However, these studies were all performed with single muon samples. In real physics sam-
ples, muons do not reach the calorimeters alone, but are often accompanied by additional particles that
deposit energy in the cells around the muon trajectory and contaminate the muon energy loss measure-
ment. Therefore, in order to determine the energy loss of such muons, isolation criteria must also be
defined and optimized for maximum reliability in the energy measurement.

Isolation criteria can be divided into two categories: calorimeter-based and track-based. In muon
reconstruction an area is defined around the muon trajectory with a minimum and maximum radius for
the purpose of determining calorimeter isolation. This achieves the purpose of excluding the cells where
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the muon deposits its energy. The size of this inner radius needs to be optimized to collect most of the
energy lost by the muon but as little energy as possible from other particles. The energy deposited in the
annulus between the inner radius and the outer radius, where the muon deposits little energy, is what the
following paragraphs refer to as isolation energy. The optimal radii that define this annulus depend on
the underlying event and luminosity. However, the muon shower is contained in a small cone of radius
~ (.1 [18]. Therefore, a choice of an inner radius much bigger than 0.1 does not achieve the purpose of
collecting the energy deposited by the muon, and it adds noise to the measurement.

A study to determine possible isolation criteria [3] has been performed on a fully simulated 7 sample,
where the W bosons were forced to decay into a muon and a neutrino. Muons produced by the semi-
leptonic decays of b quarks tend to be non-isolated, while those from W decays tend to be isolated. In
Figure 12 the distribution of the isolation energy for muons originating from quarks and Ws is shown
for the electromagnetic and hadronic calorimeters. The isolation energy inner and outer radii are 0.075
(0.15) and 0.15 (0.30) for the electromagnetic (hadronic) calorimeters, respectively. This reflects their
different granularities. The electromagnetic isolation energy is a more powerful discriminant for the
annuli radii chosen.
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Figure 12: Distribution of the isolation energy in the electromagnetic (0.075 < AR < 0.15) (left) and
hadronic calorimeters (0.15 < AR < 0.30) (right) in muons from a ¢t sample without pile-up.

Based on this figure, for the purpose of the rest of the studies in this section, a cut of 2 GeV on electro-
magnetic isolation was used to discriminate isolated muons from non-isolated muons. An additional cut
of 10 GeV in hadronic isolation was used, even though this cut does not help rejecting non-isolated muons
in the vast majority of events. These cuts were relaxed slightly with increasing muon p7 to account for
a possible slight increase of the transverse radius of the shower caused by muons in the calorimeters.

Tracking-based criteria can be used to determine isolation cuts independent of calorimeter-based
criteria. If used together, they can help eliminate non-isolated muons belonging to highly-collimated jets
that escape being identified by calorimeter-based criteria. In Figure 13 the number of inner detector tracks
around the muon are plotted for muons from quarks and Ws in the same samples used for Figure 12.
These distributions were obtained for muons that passed the calorimeter-based isolation cuts mentioned
above.

The production rate of low-pr non-isolated muons from b-quark decays is expected to be very sig-
nificant. At the same time, a typical muon from a W or Z decay, will have a pr of about 40 GeV. Thus,
it is unlikely that low momentum muons will be isolated in a /# sample. For this reason, all muons with
a pr of less than 15 GeV were automatically tagged as non-isolated and are excluded. In most cases, the
muon originating from a W boson is not accompanied by other tracks in the inner detector. In fact, the
only track found in the track isolation cone is, essentially, the muon itself as reconstructed in the inner
detector. In contrast, several inner detector tracks can be found close to muons originating from quarks.
For an isolation cone of AR=0.2, the most probable value is three tracks, including the muon itself, but it
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Figure 13: Distribution of the number of inner detector tracks (including the muon track) with AR < 0.2
around the muon spectrometer track, after the calorimeter isolation and p7 threshold cuts are applied to
muons in a tf sample.

can be much larger. A cut on tracking isolation has been applied that complements the cut on calorimeter
isolation. This cut constrains an isolated muon track to be accompanied by at most one extra track inside
the tracking isolation cone. Using the criteria described above (electromagnetic and hadronic calorimeter
isolation, track isolation and p# > 15 GeV) approximately 0.2% of the muons originating from b quarks
have an energy loss overestimated by more than 6 GeV. On the other hand, 80% of the muons originating
from Ws are tagged as isolated.

All the cuts mentioned above are used by default as isolation criteria in the Muid muon reconstruction
algorithm, to establish the contamination of the calorimeter measurement. If the cuts were not chosen
tightly enough, non-isolated muons would exhibit an artificial increase in energy loss. If this measure-
ment was then used in muon reconstruction, the reconstructed momentum at the interaction vertex would
be artificially increased. This could significantly deteriorate the momentum measurement. A calorimeter
measurement of the energy loss will then only make sense if the muon is tagged as isolated. These cuts
were considered conservative enough that they could be used by default without inducing biases in the
momentum reconstruction [3]. These cuts have not been studied with pile-up or in other samples with
an important source of non-isolated muons, like high-p7, bb samples. Studies of this type are impor-
tant in order to set conservative isolation cuts as default for muon reconstruction involving calorimeter
measurements.

In addition, it is worth discussing the relationship between muon isolation in reconstruction and
muon isolation in physics analyses. While both concepts represent an attempt to determine whether a
muon is inside a jet, analysis cuts are also decided on the basis of criteria such as efficiency or fake
rate that are not necessarily important for the momentum reconstruction. It is, however, important to
emphasize that the optimization of the cuts on reconstruction isolation for specific analyses is possible.
It requires, nevertheless, a refitting of the track with analysis-specific cuts; and it should, therefore, only
be attempted when the recovery of the Landau energy loss tails is crucial for the analysis and the standard
treatment is not adequate.

For muon tagging, however, isolation criteria can overlap with the criteria derived for specific anal-
yses. Isolation studies are necessary to provide a reliable muon tag and do not affect the momentum
reconstruction, because the tracking algorithms are independent of the tagger. Default isolation criteria
can, for example, be relaxed based on information from the physics sample and the specific analy-
sis. As an example, Figure 14 shows the rejection on the Zbb background versus the Standard Model
H(130 GeV) — ZZ* — uu~u*u~ efficiency using the calorimeter isolation cuts [19]. At this stage,
after a preselection procedure, the four muon candidates have already been selected. Both absolute and
normalized (with respect to muon pr) isolation are presented. In these analyses, the isolation energy was
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Figure 14: Rejection of the Zbb background as a function of the H (130 GeV) — 4u signal efficiency.
Different radii (0.1 < AR < 0.3) are compared for absolute, left, and normalized (with respect to muon
pr), right, calorimeter isolation. No pile up events were simulated.

defined using a cone of fixed radius. The isolation energy of an event was then defined as the isolation
energy of the least isolated muon of the event. The optimum cone radius depends on signal efficiency,
with AR of 0.2 being an efficient choice.

3.4 Measurement/Parameterization Combination Methods

To integrate energy loss in tracking algorithms, the energy loss is assumed to be gaussian. If the param-
eterization is used exclusively to correct for the energy loss, any event in which muons undergo a large
energy loss will be incorrectly reconstructed. There is, thus, an advantage in using the parameterizations
together with measurements in the calorimeters to optimize the energy loss reconstruction. Here we
describe two algorithms developed to use the calorimeter information as well as the energy loss param-
eterizations for the muon reconstruction algorithms: the Hybrid Method [3] and the Bayesian Method.
The Hybrid Method is used by default after isolation cuts as part of Muid. The Bayesian Method is used
if specified by the user as part of Muonboy. By default, Muonboy uses a parameterization of the energy
loss only.

The Hybrid Method consists in fully separating the two regions of the Landau distribution: the peak
region and the tail region. The calorimetric energy loss measurement is used when the energy deposition
is significantly larger than the most probable value (tail region); otherwise the parameterization is used
(peak region). The transition point between the two regions is taken as Eypy + 20Landau-

The Bayes Method is based on a statistical combination of the parameterization and the measurement
in the calorimeters. This combination is performed using Bayes’ theorem. This method uses informa-
tion from the calorimeters, even when the measurement falls in the peak region. When the calorimeter
measurement falls in the tail, the results provided by this method are similar to those obtained by the Hy-
brid Method. If the measurements falls in the peak region, the measurement still constrains the energy
loss pdf, improving the energy loss reconstruction resolution. In addition, this method generalizes the
selection procedure of the hybrid method, with an event-by-event optimization and for each calorimeter
subsystem. This generalization allows also, in principle, an automatic improvement in the energy loss
reconstruction as the calorimeter calibration improves.

The full validation of these methods in muon reconstruction with all muon reconstruction effects is
shown in the next section. The most significant of these effects are the intrinsic resolutions of the inner
detector and muon spectrometer. However, to validate the methods standalone, it is necessary to do it in
a model free of these reconstruction effects.

197



MUONS — MUONS IN THE CALORIMETERS: ENERGY L0SS CORRECTIONS AND MUON....

The Hybrid Method has been validated through the energy loss reconstruction distributions in the
ATLAS full simulation using the muon kinematics from the simulation. The ratio of the energy loss
resolution for the Hybrid Method, Gpybrid, With respect to the parameterization alone, Oparam, s presented
in Figure 15. The resolution is defined as the square root of the variance of the energy loss resolution.
For low-pr values the ratio is close to unity, as expected due to the smaller fraction of events in the
Landau tail. For increasing py values the ratio decreases, approaching 30% at py = 1 TeV. Thus, using
the Hybrid Method results in a significant improvement in the energy loss estimation with respect to the
parameterization alone.
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Figure 15: Ratio of the energy loss resolution for the Hybrid Method with respect to the parameterization
alone for single muons.

In addition, the performance of the Bayesian Method has been studied in a toy model under the
assumption that the calorimeter calibration is understood. Muons of 1 TeV were shot through a block of
matter representative of one of the samplings of the hadronic calorimeter. A perfect muon spectrometer
was assumed as it is done for the Hybrid Method above. Figure 16 shows some results from this study that
demonstrate the potential of the Bayesian Method to reconstruct energy loss. The use of the measurement
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Figure 16: Demonstration of the potential of the statistical method to reconstruct the energy loss. The
left plot shows the bias in the energy loss reconstruction, while the right plot shows the E{™¢ — E[*° dis-
tribution. Both plots compare the energy loss reconstruction using the parameterization only (triangles,
dotted line), the measurement only (filled circles, solid line) and both statistically combined through

Bayes’ theorem (open circles, dashed line).

by itself biases the energy loss reconstruction. The Bayesian Method, on the other hand, shows no
biases. Incidentally, there are no biases in the energy loss reconstruction if the muon spectrometer

measurement is coupled to the energy loss reconstruction in these studies. In addition, the E{™¢ — E[%°
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distributions show that the resolution obtained with the Bayesian Method is better than that obtained
using the parameterization or the measurement only.

These studies prove the potential of these two methods. Now their performance is analyzed when
they are used as part of the reconstruction software.

3.5 Impact of the Energy Loss Corrections in Reconstruction

Energy loss estimates must be validated as part of the muon reconstruction algorithms. Effects such as
the resolution of muon reconstruction, biases intrinsic to the track transport or the effects of gaussian
assumptions will be coupled to the energy loss reconstruction. However, the studies shown here are still
important for understanding the energy loss correction. They also allow for an investigation of which
data samples are most sensitive to an incorrect estimation of the energy loss.

In Figure 17, two parameters that characterize the gaussian distributions 1/p° — 1/p"® are shown.
In these plots, the label “MS” corresponds to tracks from fits in the muon spectrometer only. The label
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Figure 17: Left: Muon reconstruction bias for different algorithms as a function of muon pr. Right:
Muon reconstruction resolution for different algorithms as a function of muon pr. These plots were
produced with the Muonboy/STACO algorithms for muon reconstruction [1], but similar performance is
obtained with the MOORE/Muid algorithms [2, 7].

“MS+E]ss correction” refers to tracks reconstructed at the muon spectrometer and transported to the
interaction point (IP), applying an energy loss correction (parameterized or hybrid). For Figure 17 the
energy loss correction was calculated using the Muonboy parameterization only. The label “MS+ID”
refers to tracks reconstructed with the muon spectrometer and the inner detector. To obtain these com-
bined tracks, the energy loss correction needs to be considered in the fit. The distributions are calculated
in 1/pr-space because the muon spectrometer reconstruction and inner detector reconstruction have
gaussian fluctuations in 1/pr. These plots refer to muons reconstructed in the barrel (|n| < 1.0) of the
muon spectrometer. In the left plot, the bias in the reconstruction is shown, defined as the mean of the
distribution

Bp;l __true,IP 1 _ 1 (4)
prt T\ )

with ptTme’IP being the true py of the muon at the IP. Clearly, in the absence of an energy loss correction,

this reconstruction can be highly biased. Such a bias also causes a degradation in the resolution. The
application of an energy loss correction reduces this bias and improves the resolution. Further bias
reduction and resolution improvement is obtained by using the inner detector together with the muon
spectrometer to reconstruct the muon track. However, the combination of inner detector tracks and muon
spectrometer tracks is only possible if a proper energy loss correction exists.
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Figure 18 shows the invariant mass resolution (M!<c® — M!™¢) for Z — pp and Z'(1000 GeV) — up
samples. The events include a generation cut that requires the p7r of both decay muons to be above 7 GeV
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Figure 18: Left: Reconstruction resolution of the Z peak for different algorithms. Right: Reconstruction
resolution of the Z' peak for a Z’ — pp of mass 1 TeV for different algorithms. These plots were
produced with the MOORE/Muid algorithms for muon reconstruction [2, 7], but similar performance is
obtained with the Muonboy/STACO algorithms [1].

for Z decays and above 20 GeV for Z' decays. Inner detector and muon spectrometer tracks were required
for both reconstructed muons. The effect of the energy loss correction is most significant in the Z-mass
reconstruction. If the energy loss is not included a shift of about 7 GeV in the mass peak and a significant
deterioration in the resolution are visible. These effects are much less pronounced in the reconstruction
of the Z’ peak. This happens because the more energetic muons from the Z' lose a smaller fraction of
their total energy as they pass through the calorimeters.

An additional improvement in the Z and Z’ resolution is possible if the energy loss correction uses
the calorimeter measurement [20]. This is demonstrated in Figure 19, where a comparison is shown
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Figure 19: Left: Reconstruction resolution of the Z peak for an algorithm using muon spectrometer
standalone tracks and the parameterized energy loss correction (filled histogram) and an algorithm using
a combination of a parameterization and the calorimeter measurement for the energy loss correction
(empty histogram). Right: Reconstruction resolution of the Z’ peak for a Z’ — pu of mass 1 TeV for the
same algorithms.

for the muon spectrometer reconstruction with energy loss correction with and without the calorimeter
measurement. The same samples as for Figure 18 were used. A few events are recovered from the tails
and populate the peak region. This results in =~ 8% resolution improvement when the inner detector
hits are not used. If the inner detector hits are used the resolution improves by ~ 4%, showing that
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the combined fit is less sensitive to the energy loss correction. These plots were produced with the
MOORE/Muid algorithms for muon reconstruction using the Hybrid Method (see Section 3.4). A similar
performance is expected using the Bayesian Method, implemented in the ATLAS tracking.

4 Tagging of Muons in the Calorimeters

In this section the different calorimeter-based muon identification algorithms are described. Section 4.1
provides a detailed description of the algorithm that is currently part of the standard reconstruction; and
Section 4.2 illustrates its performance in different physics samples.

These algorithms have been developed with the main goal of complementing the muon spectrometer
in two ways: recovering muons with low transverse momentum (pr = 2-5 GeV), and in the regions of
limited spectrometer acceptance (especially in the 11 ~ 0 region). For completeness, algorithms used for
commissioning or triggering are also discussed.

There are two types of calorimeter-based muon tagging algorithms. Their main difference lies in
how they initiate the muon search. The calorimeter-seed algorithms search for muons looking at the
measured energy. Cells with energy depositions inside some energy range are used as seeds. The lower
limit of this range is known as the initiation threshold. The cluster of cells used to identify the muon is
then built up by adding cells around the seed cell whose energy is above a second lower threshold, so
called continuation threshold. At the end of the clustering, the i and ¢ directions of the reconstructed
cluster can be used to match a track in the inner detector. There are two algorithms that correspond to
this description:

e LArMuID is based on a topological clustering algorithm used by ALEPH [21]. A topological clus-
tering algorithm groups neighboring cells whose energy is above a given threshold. Therefore,
the resulting clusters have a variable number of cells. This algorithm was used to find muons
using the electromagnetic calorimeter data during the test beam and the cosmic commissioning
data analysis. It builds the cluster from a seed cell in the middle sampling of the electromagnetic
calorimeter. Then, it creates the cluster adding another cell (if any) adjacent in ¢ above the con-
tinuation threshold. Due to the accordion structure of the electromagnetic calorimeters there are
no more than two adjacent cells in ¢ that can share the muon signal, thus the clusters consist of at
most two cells. The efficiency was measured with a muon beam during the combined test beam
as the fraction of events with a reconstructed muon cluster. The efficiency and the probability to
generate a fake muon from noise fluctuations were evaluated as a function of both thresholds. The
clustering algorithm inherently biases the energy reconstruction, so the lower the thresholds the
better the estimation of the reconstructed energy for the muon. The spectrum of energies collected
has been compared to and shown agreement with GEANTA4.

e TileMuld is simple and fast and is used for triggering purposes. Its clustering methods are sim-
ilar to those of LArMuID. This algorithm, however, runs by default as part of the reconstruction
software. It starts with a search for a “candidate” muon in the cells belonging to the last TileCal
sampling, where the muon gives the clearest signature, due to the screening effect of the two pre-
vious samplings. If the measured energy is between a lower and and upper threshold, it uses the
N and ¢ coordinates of the cell to look for another cell with energy within the same thresholds in
the central sampling. If both searches are successful it looks for a third cell with energy within the
thresholds in the first sampling. When cells with energies within the thresholds are found in all
three samplings, the candidate is confirmed to be a muon. Performance studies of TileMuId can
be found in [22].

There are two track-seed algorithms that extrapolate inner detector tracks through the calorimeter

201



MUONS — MUONS IN THE CALORIMETERS: ENERGY L0SS CORRECTIONS AND MUON....

identifying those matching the energy deposition pattern of a muon. The track-seed algorithms use no
tracking information from the muon spectrometer. The first track-seed algorithm, CaloMuonTag, will be
described in detail in the next section.

The second track-seed algorithm, CaloMuonLikelihoodTool, builds a likelihood ratio to discrim-
inate muons from pions. The likelihood discriminant is built out of different energy ratios in order to
capture the global features of the energy depositions. The discrimination power of these ratios varies
both as a function of the momentum of the particles considered, and as a function of 1. Therefore three
bins in 1) (barrel, crack, end-cap) and three bins in momentum (0-10 GeV, 10-50 GeV, 50-100 GeV) are
used, and a different set of ratios is selected for each of the 9 regions. The likelihood ratio for the muon

candidate is then defined as N p
P (x;
Lx1yein) = [ [ =— ()

—_ 5
M pra) +pr) >

Where Pl.“ and P*,i=1,...,N are the pdf for the energy ratios. The performance of this algorithm is still
being studied, however, the first results show that it is comparable to the performance of CaloMuonTag
discussed in Section 4.2.

4.1 CaloMuonTag

CaloMuonTag extrapolates inner detector tracks through the calorimeters, collecting the energy in the
cell closest to the extrapolated track for each traversed sampling. The muon can deposit energy in more
than one cell in the hadronic calorimeter, but the probability of this happening is rather low, as illustrated
in Figure 20. For the purpose of this algorithm, it is enough to assume that all the energy deposited by
the muon is localized in the central cell. This also minimizes the electronic noise, which is particularly
large in the HEC.
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Figure 20: Energy found in the cell traversed by the extrapolated track (solid line) and the surrounding
cells (dashed line) in the TileCal (left) and in the HEC (right). Distributions obtained for momentum
100 GeV muons.

A track preselection is made to reduce the number of fakes in the output of the algorithms. In
addition, this preselection reduces the time needed by the algorithm to run on events with high track
multiplicity. The following cuts in pr, and transverse isolation energy (E;°) inside a cone of 0.45 are
applied:

e pr >2GeV and Eif° < 10 GeV for tracks pointing to the barrel (n < 1.6).

e pr >3 GeV and EX° < 8 GeV for tracks pointing to the end-cap.
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Tracks are rejected if any of the collected energies are above veto values defined for each sampling. As
most fakes are seeded by low-p7 tracks, more stringent cuts can be set for low-pr (< 10 GeV) track
candidates. These cuts can be relaxed for track candidates of higher pr.

Once calorimeter cells along the muon trajectory have been identified, the algorithm determines the
lower threshold energy cut that should be used for the tagging as a function of 1:

Ebzu'rel
o Ep=rp for|n| <17,

end—cap

L] Eth = m for ‘T” > 17,

where 6 is the polar angle. The values of Ey, from these two equations roughly follow the shape of the
measured energy distributions, which increases with the path length of the muon in the cell.

Energy depositions in the last sampling of the calorimeters give the most reliable muon signals.
However, due to the gap between the TileCal barrel and extended barrel modules, and the transition
region between the TileCal and the end-cap (HEC) calorimeters, it is necessary to look in the two previous
samplings to obtain a good efficiency throughout 1. For this reason, if the energy in the last sampling,
or one of the two previous samplings depending on the 1) of the track, is above the threshold cut, Ey,, the
track is tagged as a muon. A different tag is given depending on which sampling passes the threshold
cut.

4.2 Performance

In this section the performance of CaloMuonTag is analyzed. The performance of CaloMuonTag is
studied in some relevant physics samples:

e pp—J/y — uu. A direct production of a J/y decaying to two muons with the following cuts at
generation level: one muon with py > 6 GeV and the other with pr > 4 GeV.

e H— 77" — 4{. A Higgs generated with an invariant mass of 130 GeV is forced to decay into
two Z’s (one of them offshell) that decay leptonically. Only events with four muons are used for
reconstructing the Higgs peak, but all events are used for the efficiency/fake rate calculation.

e 1t . A sample of pair produced top quarks with all decay channels allowed.

e Zbb — 4L. A Z is produced in association with 2 b quarks, and is forced to decay into two charged
leptons. The b quarks are also forced to decay into electrons or muons.

All samples were generated with pile-up with a safety factor of 5, i.e. five times nominal value
expected at a luminosity of 103*cm—2s~!. Except for the pp — J/w — uu sample, where a safety factor
of 2 was used.

Figure 21 shows the performance of the calorimeter muon tagger algorithm on selected samples. The
vertical axis on the left shows the efficiency (top distributions). The vertical axis on the right (in red)
shows the fake rate (the number of misidentified tracks per event), represented by the shaded distribution
at the bottom of the plots. The efficiency (fake rate) is defined as the fraction of muons that are found
by the algorithm and (not) matched with a true MC muon. Muons from minimum-bias interactions were
not included in the efficiency calculation.

For the tf (Zbb — 4{) sample, the algorithm performs well in identifying isolated muons from W’s
(Z’s). However, due to the isolation and veto cuts applied to reduce the number of fakes, the efficiency
for non-isolated muons from b quarks is very poor, affecting the overall efficiency.

To reduce the fake rate due to the low-py tracks in the end-caps, some efficiency in that region needs
to be sacrificed. The “peaks” in the fake rate in ) match the regions where the acceptance of the last

203



MUONS — MUONS IN THE CALORIMETERS: ENERGY L0SS CORRECTIONS AND MUON....

> T 13005 & S LI B T ————10.05 &
o = E o O F L | ilc)
§ e Jy—pup ATLAS?O-W% é Ly HoZZ* A4l AT ASi0-045“§,
2 L | o L [ ]
= ECE 004 %
0.8~ —Jooss  08[ —o.035
[ 0.03 L —0.03
0.6~ 3 — B
r —0.025 06[ —0.025
r Zo.02 + =
0.4 B 0.4 ;0'02
r —0.015 r —0.015
0_2; éo.ow 0.0 - éo.ow
r W *;0.00S L :,,: —0.005
C | 1t ] R 11 | E L | ‘l i | | | 3
93 2 1 0 1 2 ? 03 R 0 1 2 F
n n
> T T 005 2 > “H“““““H:o_osg
[ 3 e [ 3
&1 it ATLAS o048 & 1 Zbbs4l ATLASE0.0%@
ST 3 2 © 3 2
£ —o.04 % 5 r =004 %
0.8~ Jooss  0-8[ o035
[ —0.03 L —=0.03
0.6~ 3 0.6 E
5 —0.025 r —0.025
L So. F ooz
0.4 2% 0af E
N —0.015 L - —0.015
0_2; éo.ow 0_2} oot
F —0.005 S S T S i —0.005
0’ i | | | “Prmerty | | 3 0’ | | | Cool 1,
3 2 1 0 1 2 ? 3 2 1 0 1 2 3
n n

Figure 21: Efficiency (and fakes per event, right axis in red and shaded histograms) vs 1 for different
samples. Top left: pp — J/y — pu. Top right: H(130) — ZZ* — 4/{. Bottom left: #7. Bottom right:
Zbb — 44.

calorimeter sampling is limited, and the two previous samplings are used for muon identification. Due to
the higher electronic noise, CaloMuonTag presents a higher fake rate in the HEC than in the TileCal. The
results for these samples, and for dijet samples generated with different py transfers at the hard scattering
interaction are summarized in Table 1.

| | J/y —up | H—40 | i | Zbb— 40 | 1120-2240 | 560-1120 | 280-560 | 70-140 [ 17-35 |

Eff. 0.80 0.86 | 0.54 0.69 - - - - -

fle 0.05 0.09 | 0.16 0.14 0.11 0.12 0.12 0.13 | 0.12

Table 1: Summary of the efficiencies and fakes per event (f/e) for different physics processes and dijet
samples (top numbers show the ranges of pr transfers at the hard scattering interaction, in GeV).

Finally, Figures 22 and 23 are used to evaluate the performance improvement when using calorimeter
muons to reconstruct the Higgs and the J/y mass. The plots on the left show the invariant mass recon-
structed with muons from a combined muon reconstruction algorithm, which makes use of both inner
detector and muon spectrometer tracks. The plots on the right show the invariant mass including muons
tagged by CaloMuonTag with momenta reconstructed by the inner detector.

To obtain the plots in Figure 22 the same set of cuts were used as in the H(130) — ZZ* — 4/ stud-
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Figure 22: Reconstructed Higgs peak in the H — 4/ invariant mass reconstruction for the standard com-
bined muons (left) and for combined muons together with inner detector muons tagged by CaloMuonTag
in the 1 region |n| < 0.1 (right).

ies [19]. The increase on the number of reconstructed events was achieved by adding an extra muon
found by the CaloMuonTag algorithm during the muon preselection. The extra muon was requested to
be found in the last sampling of the TileCal and within the || < 0.1 region. No loss in mass resolution or
shift in the mean of the mass peak are observed between the two selected muon samples. The acceptance
gap around |n| < 0.1 represents 4% of the || < 2.5 region covered by the combined muon reconstruc-
tion. Since, four muons are recontructed in this analysis, the total efficiency loss due to the gap is 16%.
This results shows that calorimeter identification can recover almost all of the lost events (14.9%).

For the plots shown in Figure 23 the muons used to reconstruct the invariant mass peak were matched
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Figure 23: Reconstructed J/y peak in the J/y — pu invariant mass reconstruction for standard com-
bined muons (left) and for combined muons together with inner detector muons tagged by CaloMuonTag
in the 1 region |n| < 0.1 (right).

to the Monte Carlo truth. In this case, all muons identified by the calorimeter were added to the combined
reconstruction muons. Again, no loss in mass resolution or shift in the mean of the mass peak are
observed between the two selected muon samples.

CaloMuonTag shows very good efficiency and acceptable fake rate for a high-p7 analysis like H —
ZZ* — 4u. An additional 15% of events were reconstructed when muons identified by CaloMuonTag
were added to the muons found by the standard reconstruction algorithm. In low-pr analyses, such as
J/y — 2u, tighter selection cuts need to be applied to keep an acceptable fake rate. This reduces the
efficiency of the tagging algorithms. However, an additional 15% of events were reconstructed when
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muons from CaloMuonTag were also used.

5 Conclusion

This document reviews the current status of the understanding of muon energy loss in the ATLAS
calorimeters. Although energy losses and their distribution along the muon track have a very small
impact on muon reconstruction inside the muon system, they play an important role in the transport of
a reconstructed muon track to the beam pipe. During this backtracking, the muon momentum can be
corrected using the energy measured in the calorimeter cells traversed. This procedure is justified for
muons that have a catastrophic energy loss. In most cases, the muon momentum can be corrected using
a parameterization of energy loss, estimated from the reconstructed momentum and the amount and the
nature of the material traversed by the reconstructed trajectory. Techniques that attempt to combine the
measurement with the parameterization to improve the energy loss estimate have been developed and
validated. A performance improvement is achieved in some important analyses through the use of these
techniques.

Muon tagging algorithms that use calorimeter measurements and track information have been pre-
sented. These algorithms have been developed with the main goal of complementing the muon spec-
trometer in two ways: recovering muons with very low transverse momentum, and in the regions of
limited spectrometer acceptance, especially in the 1 ~ 0 region. The performance of the calorimeter
muon tagger algorithm in a few relevant data samples has been shown.
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In-Situ Determination of the Performance of the Muon
Spectrometer

Abstract

The ATLAS muon spectrometer consists of three layers of precision drift-tube
chambers in a toroidal magnetic with a field integral between 2.5 and 6 Tm.
Muon tracks are reconstructed with 97% efficiency and a momentum resolu-
tion between 3% and 4% for 10 GeV< pr <500 GeV and better than 10% for
transverse momenta up to 1 TeV. In this note, the performance of a perfectly
calibrated and aligned muon spectrometer will be reviewed and the impact of
deteriorations of the magnetic field, the calibration and misalignment of the
muon chambers on the performance will be discussed. The main part of the
note describes how the performance of the muon spectrometer can be deter-
mined using dimuon decays of Z bosons and J/y mesons.

1 Introduction

Muons with a transverse momentum' py greater than 3 GeV are detected in the ATLAS muon spectrom-
eter, which is designed to measure muon momenta with a resolution between 3% and 4% for a range of
transverse momenta of 10 GeV< pr <500 GeV and better than 10% for pr’s up to 1 TeV. The muon
spectrometer consists of a system of superconducting air-core toroid coils producing a magnetic field
with a field integral between 2.5 and 6 Tm [1]. Three layers of chambers are used to precisely measure
muon momenta from the deflection of the muon tracks in the magnetic field (see Figure 1). Three layers
of trigger resistive-plate chambers (RPC) in the barrel and three layers of fast thin-gap chambers (TGC)
in the end caps of the muon spectrometer are used for the muon trigger. The trigger chambers measure
the muon tracks in two orthogonal projections with a spatial resolution of about 1 cm. The precision
measurement of the muon trajectory is performed by three layers of monitored drift-tube (MDT) cham-
bers in almost the entire muon spectrometer and by cathode-strip chambers (CSC) in the innermost layer
of the end caps at |1| > 2.2. The precision muon chambers provide track points with 35 pm resolution in
the bending plane of the magnetic field. The goal of a momentum resolution better than 10% up to 1 TeV
scale requires the knowledge of the chamber positions with an accuracy better than 30 pm in addition to
the high spatial resolution of the chambers. This is achieved by a system of optical alignment monitoring
sensors [1].

In the first part of this note, we review the performance of a perfectly calibrated and aligned muon
spectrometer and discuss the dependence of the performance on the knowledge of the following quanti-
ties: the magnetic field, the calibration of the chambers, the alignment of the chambers, and the accuracy
of the determination of the energy loss of the muons in the calorimeters. In the second and main part, we
describe how the performance of the muon spectrometer can be determined by means of dimuon decays
of Z bosons and J/y mesons.

2 Performance of a perfect and deteriorated spectrometer

2.1 Muon reconstruction

The muon spectrometer measures the momenta of charged particles at the entrance of the muon spec-
trometer. The energies lost by the muons on the passage through the calorimeters have to be added to the

IThe transverse momentum is defined as the components of momentum in the transverse plane.
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toroid

Figure 1: Sketch of a quadrant of the ATLAS muon spectrometer.

energy measured at the entrance of the muon spectrometer in order to obtain the muon momentum at the
primary vertex. This reconstruction strategy is called stand-alone muon reconstruction. In order to cor-
rect for the energy loss, the expected average energy loss is used as a first estimation; in a second step the
energy deposition measured in the calorimeters is used to account for the large energy losses of highly
energetic muons due to bremsstrahlung and direct e™e™ pair production. One speaks of combined muon
reconstruction when the momentum measurement of the inner detector is combined with the stand-alone
reconstruction. In this note, muon momenta will always be given at the pp interaction point.

The muon reconstruction is described in detail in [2,3]. The focus of this note is the measurement of
the performance of the stand-alone reconstruction from real data.

2.2 Definitions

The performance of the muon spectrometer is characterized in terms of efficiency and momentum res-
olution. In the analysis of simulated data, let 1. and 1), denote the pseudorapidities and @,
and ¢, denote the azimuthal angles of the reconstructed and generated muons. The distance AR =
v (Mree = Neruen)? + (Drec — Grruan)? of a reconstructed and generated muon is shown for a Monte Carlo
sample with muons of pr = 50 GeV at the pp interaction point in Figure 2. More than 99.7% of all
reconstructed muons have a distance AR < 0.05. We therefore define the muon reconstruction efficiency
as the fraction of generated muons which can be matched to a reconstructed muon within a cone of
AR < 0.05.

The momentum resolution is measured by comparing the deviation of the reconstructed inverse trans-
verse momentum from the generated inverse transverse momentum:

1 1

p — PT truth - PT,rec (1)

PT truth

p would be normally distributed for a muon spectrometer uniform in 1) and ¢. The momentum resolution
is not independent of 1) and ¢ due to the nonuniformity of the magnetic field and the nonuniformity of the
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Figure 2: Distribution of distance AR of reconstructed from generated muons in a 50 GeV single muon
Monte Carlo sample.

material distribution in 1) and ¢. This leads to non-Gaussian tails in the p distribution when integrated
over 1 and ¢, as illustrated in Figure 3. In order to minimize the effect of tails, the momentum resolution
is determined in the following way throughout this note: In the first step, a Gaussian gy is fitted to the
distribution. In the next step i a Gaussian g; is fitted to the data between the x,, ;1 £20;_1, where 0;_;
is the fitted width of g;_; and x,,;— its fitted mean. The iterative procedure is terminated when the
fit relative change of the fit parameters from one to the next iteration is less than 0.1%. The standard
deviation of the final fit curve is taken as a measure for the momentum resolution. The mean of final fit is
referred to as the momentum scale, which is a measure for systematic shifts of measured muon momenta
with respect to the correct values.

2.3 Performance of a perfect muon spectrometer

We briefly review the performance of a perfectly calibrated and aligned muon spectrometer. We refer
to [1] and [2] for a more detailed discussion of the performance.

Figure 4(a) shows the reconstruction efficiency for muons with pr=50 GeV as a function of 1 and ¢.
The efficiency is close to 100% in most of the 1-¢ plane. It drops significantly in the acceptance gaps of
the muon spectrometer. The inefficiency near || = 0 is caused by the gap for services of the calorimeters
and the inner tracking detector. The inefficiency near |n| = 1.2 will disappear after the installation of
additional muon chambers in the transition region between the barrel and the end caps which will not be
present in the initial phase of the LHC operation. The inefficiencies at ¢ ~ 1.2 and ¢ ~ 2.2 for | < 1.2
are related to acceptance gaps in the feet region of the muon spectrometer.

The stand-alone reconstruction efficiency is presented as function of pr in Figure 4(b). It rises from
0 to its plateau value of 95% between pr = 3 GeV and 10 GeV.

The pr-resolution is independent of ¢ apart from the feet region where it is degraded due to the
material introduced by the support structure of the detector. The resolution also depends on pseudora-
pidity. It is almost constant in the barrel part of the spectrometer (|1 < 1.05). It is up to three times
worse in the transition region between the barrel and the end caps for 1.05 < |n| < 1.7 mainly due to the
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Figure 3: Illustration of the iterative fit of normal distributions to the fractional deviation of the recon-
structed inverse momentum from the generated inverse momentum. g is the fitted Gaussian of iteration
step 0. g4 is the fitted Gaussian of final iteration step 4.
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Figure 4: Efficiencies of the reconstruction of tracks in the muon spectrometer.
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small integral of the magnetic field in this region. The momentum resolution becomes uniform again for
In| > 1.7.
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Figure 5: Stand-alone momentum resolution integrated over 1 and ¢ as a function of p7 for the barrel
(5(a)) and the end-cap region (5(b)).

The stand-alone momentum resolution varies with pr (see Figure 5). The momentum resolution in
the barrel is dominated by fluctuations of the energy loss in the calorimeters for pr < 10 GeV where it
is about 5% at pr = 6 GeV. It is best, 2.6% (4%) in the barrel (end cap), for pr ~ 50 GeV where it is
dominated by multiple scattering in the muon spectrometer. The momentum resolution at high momenta
is limited by the spatial resolution and the alignment of the precision chambers and approaches 10% at
pr = 1 TeV.

2.4 Deterioration of the performance

The performance of the stand-alone muon reconstruction is affected by the limited knowledge of the
magnetic field in the muon spectrometer, the limited knowledge of the material distribution along the
muon trajectory required for the calculation of the energy loss, the calibration of the position measure-
ments by the monitored drift-tube chambers, and the alignment of the muon chambers.

The magnetic field will be known with a relative accuracy better than 5 x 1073 based on the mea-
surements of 1840 magnetic field sensors which are mounted on the muon chambers. As a consequence
the relative impact on the momentum resolution is less than 3% [1].

Studies for the technical design report of the muon spectrometer [4], which have been confirmed by
studies in the context of this note, show that the space-drift-time relationship r(¢) of the MDT chambers
must be determined with 20 um accuracy in order to give a negligible contribution to the momentum
resolution up to py = 1 TeV. A strategy to calibrate r(¢) with muon tracks with the required accuracy has
been worked out and is described in detail in [5].

The muon chambers are installed with a positioning accuracy of 1 mm in the muon spectrometer with
respect to global fiducials in the ATLAS cavern. The studies for the technical design report, however,
showed that the muon chambers must be aligned with an accuracy better than 30 um in the bending
plane. A bias of 30 um on the sagitta of a 1 TeV muon corresponds to a systematic shift of the measured
momentum of 60 GeV. The alignment of the muon spectrometer is based on a system of optical alignment
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sensors monitoring relative movements of the chambers on the level of a few micrometers. Muon tracks
are used for the absolute calibration of the optical sensor with 30 um accuracy. The optical system does
not cover the whole muon spectrometer. The positions of the end caps with respect to the barrel must
be measured with muon tracks traversing the overlap between the barrel and the end-cap part of the
spectrometer. There are also chambers in the transition region between the barrel and end caps whose
positions are not monitored by the optical system. These chambers will be aligned with the rest of the
muon spectrometer by muon tracks. The alignment of the muon spectrometer is discussed in [6].

The expectation of the muon energy loss in the calorimeters can be checked by comparing the muon
momentum as measured by the inner detector and the muon momentum at the entrance of the muon
spectrometer, for instance. We shall not discuss the measurement of the muon energy loss in this article
and refer the reader to [7].

The initial misalignment will be the dominant source of performance degradation. We shall show
in the next section that Z — pu*u~ will lead to a clearly visible resonance peak in the dimuon mass
distribution even in the case of the initial misalignment. It will therefore be possible to measure the
muon performance of a misaligned muon spectrometer with Z — u™u~ events.

Impact of misalignment on the performance

In order to study the impact of the initial misalignment of the muon spectrometer on the performance,
the simulated data were reconstructed with a different geometry from the one used in the simulation.
In the reconstruction geometry, the chambers were randomly shifted from the nominal positions with
Gaussian distribution centred at O and a standard deviation of 1 mm and rotated randomly with Gaussian
distribution centred at 0 and a standard deviation of 1 mrad. Deformations of the chambers which are
monitored by an optical system mounted on the chambers were not considered in our studies.
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Figure 6: Comparison of reconstruction efficiency for an aligned muon spectrometer and a misaligned
muon spectrometer with a average positioning uncertainty of 1 mm for a simulated single muon sample.

Figure 6 illustrates the comparison of the stand-alone track reconstruction efficiency for 50 GeV
muons in the aligned and the misaligned case. Only a small decrease in the reconstruction efficiency can
be observed for muons with a momentum of 50 GeV, a momentum typical for muons originating from W
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or Z bosons. The relatively small decrease in the reconstruction efficiency is mainly due to the fact that
the used definition of efficiency is based on a simple 17 and ¢ matching and does not take into account
the measured transverse momentum of the muons. The reconstruction efficiency could be increased in
the misaligned case by applying softer cuts in the pattern recognition stage of the track reconstruction.

Figure 7(a) and 7(b) show the impact of a misaligned muon spectrometer on the fractional transverse
momentum resolution; the resolution is highly degraded. The overall observed fractional muon spec-
trometer resolution oy,, can be expressed as the quadratic sum of the intrinsic fractional pr-resolution at
the ideal geometry (0jqeq;) and the fractional resolution due to the misaligned geometry (Gasignment)-

_ 2 2
Otor = \/GAlignment + Gideal

This leads to Gyignmens =~ 0.14 for muons with pr ~ 50 GeV as expected from the relationship be-
tween sagitta and momentum. The effect on the momentum scale is relatively small for the overall muon
spectrometer, since random misalignments cancel to a certain extent. In physics signatures, such as the
decay of a Z boson into two muons, the impact on the average momentum scale is even less, since a
misaligned geometry has the opposite effect for opposite charged muons to first order.
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Figure 7: Comparison of the fractional pr-resolution for an aligned muon spectrometer and a misaligned
muon spectrometer.

The impact of initial misalignment of the muon spectrometer on the Z resonance is shown in Figure
8. It is expected that the mean of the invariant mass distribution does not change significantly, since the
momentum scale of the reconstructed muon py is hardly affected by misalignment. On the other hand a
large broadening of the distribution due to the degradation of the pr-resolution of the muons is expected,
which is shown in Figure 8. The dependence of the reconstructed width of the Z boson mass distribution
on the size of the misalignment is shown in Figure 9. ¢:¢“/¢ is a scaling factor applied to the initial
misalignment of 1 mm and 1 mrad. The observed dependence is the basis for the determination of the
muon spectrometer resolution with data, which is discussed in section 4. A more detailed discussion of
misalignment impacts on the muon spectrometer performance can be found in [8].
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3 Measurement of the reconstruction efficiency from pp collision data

The simulation of the ATLAS detector is still under development and is not expected to reproduce the
actual performance of the detector in all details at the beginning of the LHC operation. Therefore it is
necessary to determine all efficiencies with data in order not to rely on the simulation.

3.1 Reconstruction efficiency from dimuon decays of the Z boson
3.1.1 Tag-and-probe method

The so-called “tag-and-probe” method can be used to determine the muon spectrometer reconstruction
efficiencies from pp collision data. Muons from Z decays will be detected by the inner tracking detector
and the muon spectrometer in the common acceptance range of || < 2.5. The measurements of the inner
detector and the muon spectrometer are independent, though not necessarily uncorrelated. We require
two reconstructed tracks in the inner detector, at least one associated track in the muon spectrometer,
and the invariant mass of the two inner-detector tracks to be close to the mass of the Z boson. The
last requirement ensures that the reconstructed tracks are the tracks of the decay muons of the Z boson.
Moreover, the two inner tracks are required to be isolated to reject possible OCD background. The inner
track which could be associated to the track in the muon spectrometer is therefore a muon and is called
the tag muon. It is also required that the tag muon fired the 20 GeV single-muon trigger in order to
ensure that the event is recorded. This selection ensures that a Z — u* u~ decay has been detected. The
second inner track must then be a muon, too, which is called the probe muon (see Figure 10). In the
analysis of dimuon events from pp collisions, the probe muon plays the role of the generated muon in
the determination of the efficiency with simulated data.

The tag-and-probe technique is not restricted to the measurement of the stand-alone reconstruction
efficiency. It can, for instance, be used to measure the muon reconstruction efficiency of the inner detector
or the trigger efficiency [9].

Figure 10: Schematic illustration of the tag and probe method.

Our studies show that the acceptance gaps of the muon trigger which are reflected in uncovered
n-¢ regions of the tag muon do not create uncovered 1-¢ regions of the probe muon. The tag-and-
probe method therefore allows us to determine the efficiency over the full 7 and ¢ coverage of the inner
detector.
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Some systematic uncertainties of the tag-and-probe method must be considered. Muons from Z —
wtu~ decays usually fly in opposite directions in the plane transverse to the proton beam axis. Hence
inefficiencies which are symmetric in A@ ~ 7 may not be detected with this method.

The topology of pp — Z/y* — utu~ events is characterized by two highly energetic and isolated
muons in the final state. A significant QCD-background contribution is expected due to the huge cross
section of QCD processes. Moreover, the decay of a W boson into one highly energetic muon and a
neutrino plus an additional muon from a QCD jet and the process Z — 777~ — Ut ViV, U~ vV, were
studied as possible background processes in our analysis.

Because of the high collision energy of the LHC, the production of top quark pairs has a cross section
of the order of the signal cross section. Top quarks mostly decay into a W boson and bottom quark. The
W boson and the bottom quark can decay into muons or electrons, which also might fake the signal
process.

The cross section of QCD processes is far too large to be simulated within a full Monte Carlo simu-
lation of the ATLAS detector. Hence it is assumed that the dominant contribution from highly energetic
muons is due to the decay of b-mesons. A more detailed discussion of the selection of pp —Z — utu~
events and the background processes which must be considered can be found in [9].

3.1.2 Selection of candidate tracks

Figure 11 shows the invariant dimuon mass and the transverse momenta of the selected muon track
candidates for the signal and the chosen background processes.

The following cuts have been applied to get a clean track selection. Tracks of opposite charge and
a difference in their ¢ coordinates greater than 2.0 rad are selected. The rapidity of the tracks is limited
to a rapidity coverage of the inner detector of || < 2.5. Each of the selected muon candidate tracks is
required to have py > 20 GeV. The invariant mass M,;; of the two muon candidate tracks must agree with
the Z mass within £10 GeV, i.e.|My, —91.2GeV| < 10 GeV.The following isolation cuts are applied to
the selected tracks:

e number of reconstructed tracks in the inner detector within a hollow cone around the candidate
muon: NID Tracks 5

r<r<ry

e sum of the pr’s of reconstructed tracks in the inner detector within a hollow cone around the

candidate muon: Y piP Tracks g Gev
ri<r<ry

e sum of reconstructed energy in the cells of the calorimeter within a hollow cone around the candi-
date muon: Y Er <6GeV

ri<r<ry

Jet Energy

e energy of a possible reconstructed jet within a hollow cone around the candidate muon: E,.Z,,

15 GeV

These isolation variables are defined within a hollow cone in the n— and ¢ —plane of the reconstructed
muon track,

r < \/(nu—nic)2+(¢u—¢ic)2<rz 2)
where 7| and r; are the inner and the outer radius of the cone. The index u stands for the reconstructed
muon track while the index ic labels the isolation criteria. The smaller radius is set to r; = 0.05 and is
introduced to exclude the candidate muon track from the calculations of the isolation quantities. The
specific value of the outer radius r, has only a minor effect on the signal and background separation, as
long it is large enough to contain a significant amount of data for the definition of isolation variables,
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Figure 11: Reconstructed quantities for Z candidate events only using inner detector tracks with a trans-
verse momentum above 6 GeV and no further cuts for signal and background processes.
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1.e. r» > 0.3. Our choice of r, = 0.5 is the same as used in the measurement of the cross section of the
process pp — Z — T (see [9]). The isolation criteria listed here are optimized for events without
pile-up of inelastic pp collisions in a selected event. Pile-up of inelastic pp collisions is expected for the
operation of the LHC at a luminosity of 103 cm™2s~! and will lead to more energy in a cone around
the muons. It was checked that the efficiency of our event selection is reduced by less than 5% in the
presence of pile-up and that the purity of our selected samples is not affected by the presence of pile-up.

The distributions of the first two isolation variables for signal and background processes normalized
to their cross sections are presented in Figure 11(c) and 11(d) in absence of pile-up. The selection of
isolated high-pr muons allows for a substantial suppression of the background.
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Figure 12: Cut-flow diagram for probe muon tracks: (0) opposite charge requirement, (1) invariant mass
requirement, (2) kinematic cuts, (3) isolation requirements, (4) electron veto, (5) found at least one track
in the muon spectrometer.

The cut-flow diagram for probe muons is shown in Figure 12. The QCD background can be rejected
with isolation cuts. More problematic in this selection is the W — uv background, and those tf-events
in which at least one W boson decays into a muon and a neutrino. These processes produce one highly
energetic isolated muon track which passes all selection cuts for a tag muon. A further track in the
inner detector which passes the other cuts and is not a muon will decrease the measured efficiency. Such
a track is most likely caused by an electron, since it is expected that electrons also appear as isolated
tracks in the inner detector. Therefore it is required that no reconstructed electromagnetic jet in the
electromagnetic calorimeter can be matched to an inner track as an additional selection requirement. This
applies especially for probe tracks stemming from a #7-event. Here, again, one has to distinguish between
inner tracks, which result from the decay of the bottom quark or simple QCD-interactions and those,
which result from the decay of the W boson. The first case is suppressed by the isolation requirement
and can be neglected. The second case can lead to a highly energetic isolated electron, stemming from
the decay of the second W boson. These electrons are expected to be vetoed. The cut-flow diagram also
shows that the probe muon candidates from the background processes can also be associated to a muon
spectrometer track and hence have no negative effect on the efficiency determination.

An overview of the remaining background expected from Monte Carlo is shown in Table 1; there
we have assumed at least three events surviving the cuts as a systematic uncertainty in order not to
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Table 1: Fractional background contribution in % based on Monte Carlo prediction including estimated
systematic and statistical uncertainties.

bb—up | W= —u*v | Z/y -1t [ tf— W bW b | Overall
~040.03 | ~0+40.06 ~0 ~0.024+0.01 | 0.02+0.1

underestimate the background contribution. After all selection cuts, the purity of our sample is high: less
than 0.1% of the selected dimuon events are from background processes.

Our results are stable against variations of the track matching distance AR from 0.05 to 0.3. The
larger track matching cut of AR=0.3 takes account for possible misalignment effects in the first phase of
LHC. The robustness of our results against the AR matching cut indicates that our selected data sample
will allow an efficiency determination which is not significantly affected by background processes even
with a possible misalignment of the muon spectrometer.

3.1.3 Determination of the stand-alone reconstruction efficiency

The stand-alone reconstruction efficiency depends on pr, 1 and ¢ of the muons. Hence, one should
determine the efficiency in appropriate bins in these quantities. The lower value of the pr-binning is
given by the selection cut of 20 GeV. The highest value is set to 70 GeV and 10 bins are used to ensure
high enough statistics within each bin. For larger statistics also values above 100 GeV can be considered.

A natural binning in 1 and ¢ is given by the geometry of the muon spectrometer. The muon spec-
trometer consists of 16 sectors in the ¢ plane, small and large MDT chambers sequentially ordered as
illustrated in Figure 13(a). Therefore 16 bins in ¢ are used. The same geometrical argument applies to
the 7n-plane of the detector. Three MDT-chambers which are projective to the interaction point define
one tower. Twenty towers are defined in 1) which are the basis for the chosen binning (Figure 13(b)). In
total 320 regions are defined in the 11 — ¢ plane.

e n=0.25 1=045 1=0.60 1n=0.75 n=0.9 - m=L30
o=+1/12n 02 e 08 / d

=160
——u2x
¢ 16

__..-M=2.00

_.M=2.70

(a) ¢-binning (b) n-binning

Figure 13: Illustration of the choosen ¢ and 7n-binning of the muon spectrometer

It is important to note that the dominant effect of losing reconstruction efficiency is the acceptance
gap due to the absence of MDT chambers. Hence it is a pure geometrical effect mainly in the n-direction.
Therefore different physics samples with different 17- and to a certain extent also different ¢- and pr-
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Table 2: Overall reconstruction efficiencies for different physics processes. Efficiencies with respect to
the Monte Carlo truth information are quoted for the sample of events that pass the single muon trigger.

Sample AR=0.05] AR=0.075 | AR=0.15
Zoputu 0.952 0.956 0.958
(IR 0.953 0.958 0.960

T WIWbb | 0.943 0.948 0.950
bb — pt - 0.930 0.944 0.952

distributions will lead to different overall reconstruction efficiencies. An overview of the overall recon-
struction efficiencies for different physics samples and track matching distances is shown in Table 2.
Hence the in-situ determined efficiencies must be applied in an appropriate binning for different physics
samples.

The comparison of the efficiencies determined with Monte Carlo truth information and the trag-
and-probe method is shown in Figure 14 for 1 and pr, assuming an aligned muon spectrometer. A
track matching distance of AR < 0.075 was chosen. The efficiencies determined in both ways coincide
within their statistical uncertainty for an integrated luminosity of 100 pb~!. This proves that possible
correlations between tag and probe muons are small and can be neglected to a good extent.
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Figure 14: Comparison of the muon reconstruction efficiency of the muon spectrometer vs. 1 and pr
determined by the tag and probe method and via the Monte Carlo truth information.

The statistical error on the reconstruction efficiency € can be calculated (for large N) by

e(l—eg)

N )
where N is the number of tag muons. Note that both muons can, and will, be chosen as tag muons
in most cases, as the muon spectrometer is expected to have a reconstruction efficiency of 95% on

Ae = 3)
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average. Figure 15 shows the distribution of the in-situ determined efficiencies for all 320 regions. The
overall reconstruction efficiency can be determined to a high statistical precision even for relatively low
integrated luminosities. A statistical precision of 1% of the overall muon spectrometer reconstruction
efficiency can be reached with less than 1 pb~!. Figure 16 illustrates the statistical uncertainty averaged
over all 320 regions versus the integrated luminosity.
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Figure 16: Average statistical error of reconstruc-
tion efficiency of the 320 regions vs. integrated
luminosity.

Figure 15: Distribution of muon reconstruction
efficiency of the 320 muon spectrometer regions.

A possible correlation between tag and probe muons could be caused by the trigger. The probability
of reconstructing a muon is significantly higher if it was triggered, as shown in Figure 17. Hence, it might
be suspected that this correlation implies also a correlation in real data, since data events must contain
at least one muon which has been triggered. This is not a problem as long as the trigger requirement is
only applied on the tag muon.

In Section 3.1.1 it was already mentioned that the tag and probe approach has problems in detecting
inefficiencies which have a ¢ ~ m symmetry. Dividing the data sample in two parts differing in the
angle A® could overcome this problem. One part contains reconstructed tag and probe muons with
AD < 2.8 rad the second sample with A® > 2.8 rad. The chosen value of 2.8 rad leads to roughly
equally sized samples. Applying the tag and probe method on both sub-samples will lead to different
efficiency distributions in case of ¢-symmetric inefficiencies. Monte Carlo studies showed that for the
presently simulated detector layout we expect only small differences (Fig. 18).

Table 3 summarizes statistical and systematic uncertainties of the in-situ determined stand-alone
reconstruction efficiency for two different integrated luminosities. The difference in |€;,—giry — Erue| 18
calculated via

N o1 .
’81'"—3'1114 - Sfrlw’ = Z N letgnfsitu - etlrue‘ “)
N
where the index i runs over all bins in 1-direction. This is treated as primary source of systematic
uncertainty. One should note that the given systematic error has a strong statistical component from the
Monte Carlo statistics which is reflected in the large decrease of the systematic uncertainty in Table 3.
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Figure 17: Reconstruction efficiency of the muon Figure 18: Comparison of muon reconstruction
spectrometer for muon tracks which have been efficiencies determined via tag and probe ap-
triggered and muon tracks which have not been proach for two sets of muons differing by A¢.
triggered.

Table 3: Estimated uncertainties of in-situ determined muon spectrometer reconstruction efficiencies
for muons in a pr-range between 20 GeV and 70 GeV and within an 7n-range smaller than 2.5 from a
Z — pu decay.

| Statistical | |€in—siru — Erue| | Background Overall
Uncertainty Contribution | Systematic
100 pb~! 0.08% 0.9% 0.02% ~ 1%
1fb! 0.03% 0.1% 0.02% ~0.1%

We take the difference between the efficiency obtained for the misaligned layout and the efficiency
obtained for the aligned layout as a conservative estimate of the precision which can be achieved with the
tag-and-probe method in case of small unresolved misalignments. The difference in both efficiencies for
the different A¢-sample is comparable within its statistical uncertainties. The background contribution
is only estimated by the Monte Carlo prediction and treated as a systematic uncertainty.

The Gaussian sum of the two systematic uncertainties, namely |€;,— ity — €ue| and the background
contribution, is defined as the overall systematic uncertainty.

The given uncertainty estimation assumes that nearly all MDT chambers work and &, = 96%. A
lower value of &, will lead to an increase of the statistical uncertainty via Equation (3) and also to a
higher systematic uncertainty. For real data a conservative estimate of the systematic uncertainty would
be the difference of the Monte Carlo prediction for the efficiency and the efficiency determined with
collision data. Moreover, it should be noted that the given uncertainties apply for muons in a pr-range
between 20 GeV and 60 GeV and within an 1-range smaller than 2.5.
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3.1.4 Alternative approach

The tag-and-probe analysis presented above uses isolation cuts to reject background events and assumes
that a negligable background contribution remains. In this section, we explore the possibility of determin-
ing the reconstruction efficiency from collision data without isolation cuts and determine the background
contribution directly in data. We apply only cuts on the transverse momenta, e.g. pr > 10 GeV. This
leads to a dominant background contribution in the lower invariant dimuon-mass region.

In this approach, a tag muon is defined as a muon spectrometer and inner detector combined muon
track, with p7 > 10 GeV. A probe muon is defined as any inner detector track, also with pr > 10 GeV.
An invariant mass is then calculated from every combinatoric tag and probe pair with opposite charges.
The size of this sample is denoted as N in the following (Figure 19(b)). Finally, we select a subsample
requiring that the probe muon also be a combined muon track. The size of this sample is denoted as n
(Figure 19(a)).
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(a) Atleast one of the muons is matched to a muon spectrom-  (b) Both muons are matched to muon spectrometer tracks.
eter track.

Figure 19: Expected invariant Masses My, resulting from two inner tracks where both muons must be
matched to a muon spectrometer track (a) or at least one of the muons must be matched to a muon
spectrometer tracks (b).

The track-finding effciency of the muon spectrometer, €, is then defined as n/N. Missing tracks in
the muon spectrometer will result in n < N and thus effciency loss. The main difference from the ap-
proach presented in Section 3.1 is that no isolation cuts are used for the background rejection but instead
the background is directly estimated from data via side band subtraction. In this approach an exponential
function is fitted to the invariant mass region between ~ 40 GeV to ~ 60 GeV, where it is assumed that
the background contribution is dominating. The exponential function is then extrapolated to the invariant
mass region between ~ 81 GeV to ~ 101 GeV and used for subtraction of the background in this region.
The remaining number of events between ~ 81 GeV to ~ 101 GeV define n and N, respectively. In this
way, the background contribution is accounted for implicitly in data and no further assumptions on the
Monte Carlo predictions are made. The disadvantage of this procedure are the systematic uncertainties
of the fitting procedure and the choice of the fitting function. One possible improvement with higher
statistics of the background sample would be that the Monte Carlo prediction of the shape of the back-
ground distribution could be used to obtain a better fit function than the pure exponential for the side
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band subtraction.

The systematic uncertainty of this method is again estimated by the residual difference of the in-situ
determined efficiency and the true efficiency. For a simulated data sample corresponding to an integrated
luminosity of [Ldt = 100 pb~! it is expected to determine the efficiency with this approach up to a
precision of

Ag = +0.05(sys.) (5)

The relative large systematic uncertainty arises mainly from the limited available statistics of background
Monte Carlo samples which has a direct impact on goodness of applied fit. Hence, further improvements
are likely to be achieved in future studies.

3.2 Determination of the reconstruction efficiency with J/\V' events

The reconstruction efficiency for muons with transverse momenta less than 20 GeV is not determined
from Z — utu~ events due to the cuts on the transverse momenta of the muons. Muons from J/y —
utu~ decays populate the momentum range below 20 GeV. We explored the possibility of using the
tag-and-probe method on J/y — u™u~ events for the measurement of the reconstruction efficiency
at low transverse momenta. The method works well on signal events. Yet the huge QCD background
contaminates the selected dimuon data sets so much that a reliable efficiency measurement becomes very
difficult. Studies using muon isolation techniques have started. The muon reconstruction efficiency of
low-pr muons must therefore be extracted from Monte Carlo simulations and not be determined easily
from data.

4 Measurement of the momentum resolution and momentum scale

The muon momentum measurement will be affected by the limited knowledge of the magnetic field, the
uncertainty in the energy loss of the muons, and the alignment of the muon spectrometer as discussed in
Section 2.4.

The analysis of the measurements of the optical alignment sensors and the collision data with the
switched-off toroid coils will provide the position of the muon chambers with an accuracy better than
100 pum at the start-up of the LHC [1]. A systematic error of 100 ptm on the sagitta corresponds to an
additional systematic error in the muon momentum of about 0.1 TeV~! - p? which amounts to 250 MeV
for p=50 GeV.

Muons with energies below 100 GeV lose on average about 3 GeV of their energy on their passage
through the calorimeters almost independently of their energy. The material distribution of the ATLAS
detector is modelled in the detector simulation with an accuracy better than a few percent [1]. A 5%
uncertainty in the amount of the material traversed by the muons would reflect in a 5% uncertainty of the
energy loss, that is an uncertainty of the average energy loss of £150 MeV.

The uncertainty in the bending power of the toroidal field will lead to a momentum uncertainty
which is significantly smaller than the energy loss uncertainty and the impact of the misalignment on the
momentum measurement. It can therefore be neglected with respect to energy loss uncertainties and the
misalignment of the spectrometer.

A bias in the measured muon momentum translates into a bias in the measurement of the dimuon
mass in Z — utu~ decays. An 1, ¢, and momentum dependent bias will also broaden the dimuon mass
peak. The shape of the dimuon invariant mass distribution for Z — u* p~ decays can therefore be used
to measure the accuracy of the momentum measurement with collision data.

As the momentum bias caused by misalignment is of the same magnitude, but of opposite sign for
u™ and p~ leptons while the energy loss uncertainty has the same sign and magnitude for u* and u~
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leptons, it is possible to disentangle the effect of misalignment and the effect of energy loss errors on the
reconstructed Z mass. The the sensitivities of the dimuon invariant mass spectrum to misalignment and
errors in the energy-loss correction were therefore studied separately to get a first insight.

4.1 Determination of the energy-loss uncertainty with Z — y ™y~ events

We begin with the determination of the energy-loss uncertainty with Z — u*u~ events. We assume
that the detector is aligned and that the magnetic field is known with the expected accuracy such that its
impact on the momentum scale can be neglected. We allow for an error in the energy-loss and, therefore,
correct the reconstructed muon energy in each of the 320 spectrometer towers by a tower-dependent
constant 0 Eyec sower:

Erec,tower - Erec,t()wer + 5Erec,mwer- (6)

We determine the 400 constants S E e sower by minimizing

XZ _ Z [(pcorn-hk + pco;r,—,k)2 - M%]Z 7

dimuon pairs k Oy

where peorr+ x denotes the corrected measured 1 momentum and oy, the expected dimuon mass reso-
lution. To estimate the sensitivity to the energy-loss correction, we applied this fit to 40,000 simulated
Z — utu~ events (corresponding to an integrated luminosity of 50 pbfl). The fit gives S E ec tower With
a bias of 100 MeV and a stastitical error of the same size. Studies to improve the check of the energy-loss
correction with collision data are ongoing.

4.2 Determination of the momentum scale and resolution for a misaligned spectrometer

In a second step, we assume that the energy-loss correction is right and consider the misalignment of the
muon spectrometer as the only source of a deterioration of the momentum measurement.

If the Monte Carlo simulation describes the detector correctly, it also predicts the shape of the re-
constructed dimuon mass spectrum for Z — u* = events correctly. The misalignment of the muon
chambers causes a deviation of the measured from the predicted shape of the invariant dimuon mass
spectrum. In order to match the Monte Carlo prediction with the experimental measurement, the recon-
structed simulated muon momenta must be smeared and shifted. The following procedure was adopted
in our analysis: A random number 6 p normally distributed around 0 with standard deviation o,.; was
added to the reconstructed simulated muon momenta p,.. yc and multiplied by a scale factor o:

Pcorr = a(prec,MC - 517) ®)

The inclusion of dp corrects for an underestimation of the momentum resolution. The scale factor o
takes care of systematic shifts between the reconstructed momenta in the experiment and the simulation.
a and O, are determined by a fit of the corrected simulated invariant dimuon mass spectrum to the
experimentally measured spectrum.

To test this approach, the existing Z — pu™ u~ Monte Carlo data set was divided into two subsamples
of equal size corresponding to an integrated luminosity of 50 pb~!. The one sample serves as Monte
Carlo reference for an aligned muon spectrometer, the other plays the role of the experimental data set.
Two scenarios were investigated:

1. The Monte Carlo reference sample and the experimental sample were simulated and reconstructed
with the same (aligned) geometry. O,,; was fixed to O in the analysis of this scenario. Separate
scale factors ap and ap were applied to muon in the barrel (|n| < 1) and the end-cap region
(1<l <27).
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2. The Monte Carlo reference sample was simulated and reconstructed with the same (aligned) ge-
ometry. But the experimental sample was reconstructed with a different geometry misaligned as
described in Section 2.4. In this scenario, two scale factors ap and o for the barrel and end-cap
parts of the muon spectrometer and a global standard deviation o,.; were used as fit parameters.

Table 4: Fit results for the scale and resolution parameters for an integrated luminosity of 50 pb~!.
Layout 1—op 1—ag Ores
Aligned | (4+14)107* | (1£13)10~* -

Misaligned | (64+2)1073 | (5+£2)1073 | (11.64+0.3) %

The results of the tests are summarized in Table 4. In the ideal case in which the reference and
the experimental sample are statistically independent, but equivalent otherwise, the fit gives factors ap
and o equal to 1 within the statistical errors as expected. In the second scenario, the uncorrected
misalignment in the experimental sample leads to a systematic shift of the reconstructed momenta, hence
ap and o differ from 1 slightly, but significantly, and a large degradation of the momentum resolution
from 3.5% to 12% is observed which is consistent with the degradation presented in Section 6. A large
Z — putu~ sample would clearly allow for a finer segmentation than the division in barrel and end-cap
parts for the scale factors and lead to smaller values of .
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Figure 20: Dependence of < peorr — Prec.mc > /Pree.mc ON N integrated over pr and ¢ for Z — putu~
events in the second scenario of a misaligned detector.

The mean value of 1 -+ Zerr—PreeMC
PrecMC

The mean values are spread around 1 with a standard deviation of 0.3%. The maximum deviation from 1
is less than 1%. This results indicates that the Z-mass distribution permits the detection of imperfections
in the momentum reconstruction. Studies which use a more refined parametrization of the momentum
correction and take into account energy-loss and alignment corrections at the same time are in progess.

is presented in Figure 20 as a function of 7] for the second scenario.

We conclude from the studies in this section that it should be possible to control the muon momentum
and energy scale on the level of 0.5 GeV for 50 GeV muons with 40,000 Z — u™ ™ events corresponding
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to an integrated luminosity of 50 pb~!.

5 Conclusions

The performance of the ATLAS muon spectrometer can be predicted by Monte Carlo simulations. The
performance of the spectrometer will, however, differ from the prediction due to the initial misalignment
of the muon chambers and imperfections in the corrections of the muon energy-loss. It is therefore
important to measure the performance with collision data.

We showed in the present article that it is possible to measure the muon reconstruction efficiency
with Z — u*u~ events with an accuracy better than 1% with an integrated luminosity of 100 pb~!.
Selection cuts and the pr spectrum of the Z decay muons limit the momentum measurement to range of
20 GeV< pr <70 GeV. The efficiency measurement can be extended to higher momenta with increased
luminosity when the tails of the pr spectrum get populated.

We explored the possibility of measuring the efficiency at low transverse momenta with J/y —
utu~ events. Our studies show that a reliable efficiency measurement will be difficult due to large
irreducible QCD background.

We finally addressed the question of how the momentum and energy scale can be measured with
Z — utu~. According to our feasibility study it will be possible to control the energy-loss correction on
the level of 100 MeV and the momentum scale on the level of 1% for an integrated luminosity of about
100 pb~!. More detailed studies are needed to obtain a better estimate of the achievable precision.
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Reconstruction and Identification of Hadronic T Decays

Abstract

In this note the overall performance of the ATLAS detector is discussed for
the identification of and measurements with hadronic decays of 7 leptons in
a wide dynamic range of transverse energies, spanning from 10-15 GeV up
to at least 500 GeV. In general, hadronically decaying 7 leptons are recon-
structed by matching narrow calorimetric clusters with a small number of
tracks. Two complementary approaches, a calorimeter-seeded and a track-
seeded algorithm, have been developed to efficiently reconstruct these de-
cays while providing the necessary large rejection against jets from QCD pro-
cesses. The performance of these algorithms in terms of efficiency and rejec-
tion against jets is discussed. In addition, the prospects for the determination
of fake 7 rates as well as the extraction of 7 lepton signals from W and Z boson
decays and from #f events in early ATLAS data corresponding to an integrated
luminosity of 100 pb~! are discussed.

1 Introduction

Tau leptons, and particularly their hadronic decays, will play an important role at the LHC. They will
provide an excellent probe in searches for new phenomena: the Standard Model Higgs boson at low
masses, the MSSM Higgs boson or Supersymmetry (SUSY). Therefore, understanding their selection
efficiencies and the cross-sections at which they will be produced is essential for discovering new physics.

Tau leptons are massive particles with a measurable lifetime undergoing electroweak interactions
only. The production and the decay of T leptons are well separated in time and space (I'z/m; ~ 10711,
providing potential for unbiased measurements of the polarisation, spin correlations, and the parity of
the resonances decaying into 7 leptons. The excellent knowledge of 7 decay modes from low energy
experiments indeed makes this an ideal signature for the observations of new physics.

The interesting transverse momentum range of 7 leptons spans from below 10 GeV up to at least
500 GeV. Experiments at the LHC will thus have to identify them in a wide momentum range. The low
energy range should be optimized for analyses related to W and Z boson observability with 7 decays and
also to Higgs boson searches and SUSY cascade decays. The higher energy range is mostly of interest
in searches for heavy Higgs bosons in MSSM models and for extra heavy W and Z gauge bosons. For
illustration, Fig. 1 shows the transverse energy spectrum of the visible decay products of T leptons from
different processes of interest normalized to the predicted cross-section with which they will be produced
at the LHC and to an integrated luminosity of 10 fb~!.

The reconstruction of 7 leptons is usually understood as a reconstruction of the hadronic decay
modes, since it would be difficult to distinguish leptonic modes from primary electrons and muons.
Despite a strong physics motivation for exploring data with 7 leptons in the final state, their reconstruc-
tion at hadron colliders remains a very difficult task in terms of distinguishing interesting events from
background processes dominated by QCD multi-jet production. Another related challenge is providing
efficient triggering for these events while keeping trigger rates at manageable levels.

The availability of various decay modes makes T leptons a rich but not totally unique signature.
Hadronically decaying 7 leptons' are distinguished from QCD jets on the basis of low track multiplicities
contained in a narrow cone, characteristics of the track system and the shapes of the calorimetric showers.
Isolation from the rest of the event is required both in the inner detector and the calorimeter. From this

IWe will often use notation Tj4; in this note when discussing objects reconstructed from the visible part of the hadronic
decay products of a 7 lepton.
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Figure 1: The visible transverse energy of 7 leptons from different physics processes: top quark decays,
W/Z production, Standard Model vector boson fusion Higgs boson production for mgy = 120 GeV with
H — 77, for T leptons from low energy Supersymmetry with a light stau (SU1 sample), heavy Z’ bosons,
and heavy Higgs bosons from bbH production in the MSSM with tan 8 = 20(45) for masses of 400 GeV
(800 GeV).

information, a set of identification variables is built, to which either a traditional cut-based selection or
multi-variate discrimination techniques are applied.

The inner detector provides information on the charged hadronic track or the collimated multi-track
system reconstructed in isolation from the rest of the event. These tracks should neither match track seg-
ments in the muon spectrometer nor reveal features characteristic of an electron track (e.g. high threshold
hits in the Transition Radiation Tracker). In the case of a multi-track system, they should be well col-
limated in (7, ¢) space and the invariant mass of the system should be below the 7 lepton mass. The
charge of the decaying 7 lepton can be directly determined from the charge(s) of its decay product(s).

Calorimetry provides information on the energy deposit from the visible decay products (i.e. all
decay products excluding neutrinos). Hadronically decaying 7 leptons are well collimated (with an
opening angle limited by the ratio m;/E; ) leading to a relatively narrow shower in the electromagnetic
(EM) calorimeter with, for single-prong decays with one or few 7°’s, a significant pure electromagnetic
component. On average in this case about 55% of the energy is carried by 7’s present among the decay
products.

The calorimeter and tracking information should match, with narrow calorimeter cluster being found
close to the track(s) impact point in the calorimeter. Furthermore, the invariant mass of the cluster should
be small and the cluster should be isolated from the rest of the event.

The algorithms for the reconstruction of hadronically decaying 7 leptons are considered higher level
reconstruction as they use components provided by algorithms specific to different subdetectors like track
reconstruction in the inner detector or topological clustering of the energy deposits in the calorimeter. At
present, two complementary algorithms have been implemented into the ATLAS offline reconstruction
software.

o The calorimetry-based algorithm starts from clusters reconstructed in the hadronic and electromag-
netic calorimeters and builds the identification variables based on information from the tracker and
the calorimeter.

e The track-based algorithm starts from seeds built from few (low multiplicity) high quality tracks
collimated around the leading one. The energy is calculated with an energy-flow algorithm based
only on tracks and the energy in the electromagnetic calorimeter. All identification variables are
built using information from the tracker and the calorimeter.
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A short overview of the features of 7 lepton decays is included in Section 2. In Section 3 selected
topics on the performance of the detector directly relevant to the reconstruction and identification of the
hadronically decaying 7 leptons are discussed. Offline reconstruction algorithms and performance results
are described in Section 4. In the remaining part of the note strategies for analyses using 7 leptons with
the first 100 pb~! of data are presented.

2 Topology of 7 leptons in LHC collisions

The transverse momentum range of interest spans from below 10 GeV up to 500 GeV. 7 leptons decay
hadronically in 64.8% of all cases, while in ~ 17.8% (17.4%) of the cases they decay to an electron
(muon) [1]. From the detection point of view, hadronic modes are divided by the number of charged 7s
among the decay products into single-prong (one charged ) and three-prong (three charged 7s) decays.
The small fraction (0.1%) of five-prong decays is usually too hard to detect in a jet environment. The
7 — v mode contributes 22.4% to single-prong hadronic decays and the T — na’z*v modes 73.5%.
For three-prong decays, the T — 37%v decay contributes 61.6%, and the T — nz°37*v mode only
33.7%. In general, one- and three-prong modes are dominated by final states consisting of 7% and #°.
There is a small percentage of decays containing K= which nevertheless can be identified using the same
technique as for states with 7% from the ATLAS detector point of view. A small percentage of states
with K_g cannot be easily classified as belonging to either the single-prong or three-prongs categories as
the number of registered prongs depends on the actual Kg interaction within the detector. Unless specific
studies are done, other multi-prong hadronic modes can be safely neglected.

The lifetime of the 7 lepton (¢t = 87.11um) in principle allows for the reconstruction of its decay
vertex in the case of three-prong decays. The flight path in the detector increases with the Lorentz
boost of the T lepton, but at the same time the angular separation of the decay products decreases. A
resulting transverse impact parameter of the 7 decay products can be used to distinguish them from
objects originating from the production vertex.

The incorporation of spin effects in 7 lepton decays is often of importance. This was done within the
framework of the ATLAS Monte Carlo simulation and events were generated using PYTHIA [2] interfaced
with TAUOLA [3]. The generation process has correctly included full spin correlations in production and
decays of the 7 leptons. Tau leptons from the decay of gauge bosons, Higgs bosons or in SUSY cascade
decays will carry information on the polarisation of the decaying resonance and in the case of pair
production also some information on the spin correlations. Tau leptons from W — tv and H* — 1V
will be 100% longitudinally polarised, with P; = +1.0 and P; = -1.0 respectively, resulting in different
distributions of the charged to total visible energy for single-prong decays in the center-of-mass system
of the decaying resonance. At the LHC this effect can be used to suppress W — 7v background and to
increase the H — tv observability [4]. The 7 polarisation could also be used as a tool to discriminate
between MSSM versus Extra Dimension scenarios [5]. The longitudinal polarisation of 7 leptons from
neutral Higgs boson decays will be democratic with 50% probability, thus 7 leptons from Higgs boson
decays are effectively not polarized. The polarisation of 7 leptons from Z boson decays will be a more
complicated function of the center-of-mass energy of the system and the angle of the decay products [6].
In the cleaner environment of the ILC and also perhaps at the SLHC, building variables sensitive to the
longitudinal and transverse spin correlations may lead to a CP measurement of the Higgs boson [7, 8].

3 Performance of the ATLAS detector for 7 identification

Hadronic 7 decays can be efficiently reconstructed and identified using information from the inner de-
tector and from the calorimeter. Reconstruction is done only for the visible part of the decay products,
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however, for specific analyses like H — 77 the complete invariant mass of the 77 system may be re-
constructed using the collinear approximation [9] (neutrino momenta parallel to that of the visible decay
products). A few selected topics related to the performance of the detector are discussed below before
turning to the reconstruction algorithms.

3.1 Tracking and vertexing

The reconstruction of tracks from charged pion decays is an important ingredient of the 7;,; reconstruc-
tion algorithms. The track-based algorithm is seeded by one or more good quality tracks which allow
for the calculation of the 7y, energy with the so called energy-flow scheme. Both the calo-based and
the track-based algorithm determine the charge of the 7,,, candidate by summing up the charge(s) of
the tracks reconstructed in the 7;,, core regionz. The tracking information is further used to identify
hadronically decaying 7 leptons and to discriminate them against the background from hadronic jets
by considering the track multiplicity, the impact parameter and the transverse flight path in the case of
multi-track candidates. The track selection should therefore ensure high efficiency and quality of the
reconstructed tracks over a broad momentum range from 1 GeV to a few hundred GeV.

3.1.1 Reconstruction efficiency and track quality

The efficiency for track reconstruction in 7 decays is defined as the probability for a given charged 7@
from a 7 decay to be reconstructed as a track. With respect to the reference tracking performance of
the detector established for single muons in the low pr range a degradation due to hadronic interactions
(a charged & interacting with the material of the inner detector) is expected. In the higher py range a
degradation is caused by the strong collimation of the multi-track system for three-prong decays.

Good quality tracks reconstructed with pr as low as 1 GeV are required by the track-based algorithm,
while the calorimeter-based algorithm accepts any track with py > 2 GeV. A standard quality selection
has been defined in Ref. [10]. However, for the reconstruction of 7 leptons a somewhat stricter selection
has been applied. Good quality tracks are required to satisfy x2/n.d.f < 1.7, to have a number of pixel
and SCT hits > 8 and transverse impact parameters dyp < Imm. For the leading track in addition the
number of low threshold TRT hits has to be larger than 10 in a pseudorapidity 1) range up to 1.9, while
for the second or third track the presence of a B-Layer hit and ratio of the of high-to-low threshold hits of
smaller than 0.2 are required. Both requirements were added to minimize the number of accepted tracks
from conversions. A dedicated veto against electron tracks being used as leading tracks is not applied at
the reconstruction level. This will be taken care of separately as part of the identification procedure.

Figure 2 shows the reconstruction efficiency for py = 1 — 50 GeV using the standard quality selection
as defined in Ref. [10]. Adding the additional quality criteria as described above, the overall efficiency
for reconstructing good quality tracks from 7 lepton hadronic decays is reduced to 82 — 83%. The
reconstruction efficiency is slightly higher for tracks from single prong decays compared to three-prong
decays, where tracks could be very collimated particularly for boosted 7 leptons.

3.1.2 Charge misidentification

The charge of the 7 lepton is calculated as the sum of the charges of the reconstructed tracks. For the
leading track, which is required (e.g. by the track-based algorithm) to have a transverse momentum 3
larger than 9 GeV, charge mis-identification is limited to ~ 0.2% using the quality cuts described above.

2The core region for the track-based (calo-based) algorithm is understood here as AR < 0.2(0.3) cone in (7, ¢) around the
reconstructed direction of the visible decay products.

3The threshold pr > 9 GeV on the leading track was used for results presented here, while it was lowered to 6 GeV in the
more recent software releases.
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Figure 2: Reconstruction efficiency for tracks from charged 7s for one- and three-prong hadronic 7
decays from W — 7v and Z — 77 signal samples as a function of the transverse momentum of the track
(left) and of the pseudorapidity for three different ranges of track pr (right).

The overall charge mis-identification probability for the hadronically decaying 7 lepton is however dom-
inated by combinatorial effects: single-prong decays may migrate to the three-prong category due to
photon conversions or the presence of additional tracks from the underlying event. A three-prong decay
might be reconstructed as a single-prong decay due to inefficiencies of the track reconstruction and selec-
tion. This overall charge mis-identification is estimated to be below ~ 3.6% without requiring additional
quality cuts. In fact, the T charge misidentification is dominated by a combination of effects, but the
contributions from the charge misidentification of the individual tracks should not be neglected.

Table 1 shows the percentage of contamination for one- and three-prong candidates using the afore-
mentioned quality criteria for tracks in the core region. For the roughly 3.9% contamination of the
single-track candidates from three-prong decays, about 85% are due to hadronic interactions. A 3.8%
contamination of three-track candidates from one-prong decays is observed with 70% of them being due
to conversions. The percentage of the overall charge misidentification is also shown. Requiring at least
one B-Layer hit reduces the charge misidentification both in the case of electron tracks from conver-
sions and in the case of hadronic interactions at low radii. However, this happens at the expense of an
additional loss in efficiency in particular for three-prong decays.

3.1.3 Tracks from conversions

Photons from 71° decays might convert in the material of the inner detector and then contribute additional
tracks to the core or isolation region of the 7., candidate. This could result in one-prongs being recon-
structed as three-prong candidates, in an inefficiency of the reconstruction and identification criteria and
in a degradation of the energy resolution as calculated from the energy-flow algorithm.

A large fraction of reconstructed 7j,; candidates are accompanied by conversions. In 1.5% of the
cases a conversion electron is reconstructed as the leading track of the one-prong candidate, while 5.7%
of the three-prong candidates contain one reconstructed track coming from a conversion electron. In
Table 1 the effects of charge misidentification and contamination from photon conversions are quantified.

3.1.4 Impact parameter

The mean proper lifetime of the 7 lepton is about 0.29 ps. Although the lifetime of the 7 lepton is about
five times shorter than that of the b-quark, the transverse impact parameters of its decay products are
still useful for 7 identification. The impact parameters, dj and zo sin(6), have been studied for one-prong
candidates reconstructed by the track-based algorithm. The transverse impact parameter dy is defined

234



TAU LEPTONS — RECONSTRUCTION AND IDENTIFICATION OF HADRONIC T DECAYS

Table 1: Percentage of one- and three prong 7 lepton hadronic decays within reconstructed one-, two-
and three-prong 73,4 candidates by the track-based algorithm, matched to true 7 decays. Tracks in
a cone of AR = 0.2 around the leading good quality track are considered. A transverse momentum
of pr > 9 GeV is required for the leading track. An estimate for electron contamination and charge
misidentification is given in addition. Separately specified are results for a subsample where no hadronic
secondary interaction of primary charged 7 was recorded inside the inner detector volume. Events from
Z — ttand W — Tv samples were used.

Seeds for track-based Reconstructed as | Reconstructed as | Reconstructed as
Thaq-candidates single-prong three-prong two-prong
Electron contamination
(from conversion) 1.5% 5.7% 2.9%
T— nrnalv 96.1% 3.8% 23.8%
T — 3x nnlv 3.9 % 96.2% 76.2%
Charge misid. 1.7% 3.6%
(no had. interact.) 0.4% 2.1%
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Figure 3: Transverse (left) and longitudinal (right) impact parameter resolution as a function of || from
a one-prong Z — 77 sample. The open (full) circles are from T — 7(n°)v (t — pvv) events.

as the smallest distance in the transverse plane between the track and the reconstructed primary vertex.
The impact parameter zo is given by the distance in z-direction between the reconstructed primary vertex
and the point of closest approach in the transverse plane of the track multiplied by sin(6) to obtain the
component transverse to the track direction. Tracks assigned to the 7,4 candidate are not used in the
primary vertex fit.

In Fig. 3 the resolution of the transverse (left) and longitudinal (right) impact parameters are shown as
a function of |1|. The resolution for final state muons and pions from T — uvv and T — 7 (7°)v decays
are similar: about 13 um for |n| < 1.0 and about 50 um for 17| > 1.0 for the transverse and longitudinal
impact parameters, respectively. No degradation related to hadronic interactions for T — v decays
is observed. This has been verified by studying events with elastic interaction in the Inner Detector
(hadronic interaction), defined as events where the outgoing 7~ carries more than 90 % of the transverse
energy of the incoming 7*. This observation is consistent with that presented in Ref. [11].

In Fig. 4 distributions of the significances of the impact parameters are presented. The significance
is defined as the impact parameters divided by its estimated error. The distribution shows a moderate
discrimination power between one-prong candidates reconstructed from hadronic 7 decays and fake one-
prong candidates. Due to the limited resolution of the longitudinal impact parameter, the separation
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Figure 4: Significances of the impact parameters dy (left) and zq sin(8) (right) for 1-prong 7,4 candidates
reconstructed by the track-based algorithm. Distributions are shown for 7;,; candidates reconstructed
from 7 decays and for fake candidates which do not originate from the decays of b- or c-hadrons.

between the two classes is less significant in that case.

3.1.5 Secondary vertex reconstruction and transverse flight path

The significant lifetime of the T lepton (¢t = 87.11um) allows the reconstruction of its decay vertex
for three-prong decays. Currently, five vertex fitting algorithms [12—14] are implemented in the ATLAS
reconstruction framework. Among these the adaptive vertex fitter [13], an iterative re-weighted fit which
down-weights tracks according to their weighted distance to the vertex, was found to give the optimal
performance.

To estimate its performance, secondary vertex fits were performed using tracks associated with 7p,4
candidates from Z — 77 and W — 7V events. The quality criteria applied in the track-based reconstruc-
tion were required to be met by the tracks. The 7,4 candidates associated with a true hadronic 7 decay
were divided into two classes. Candidates with three tracks successfully matched to true particles com-
ing from the same true three-prong hadronic 7 decays were used as a reference. These candidates are
denoted hereafter as fully-matched. The second class is composed of the remaining candidates with at
least two tracks of which at least one is matched to a true particle coming from a hadronic 7 decay. These
candidates are denoted hereafter as partially matched.

The resolution of the secondary vertex position varies strongly if measured in the perpendicular or
parallel direction with respect the momentum of 7., candidate. The resolution on the position of the
secondary vertex calculated in the plane perpendicular to the momentum of the 7., candidate is expected
to be better than in the parallel direction due to the collimation of tracks. To estimate the resolution in the
transverse plane, the residuals of the vertex position in the direction perpendicular to both momentum of
a Tpqq candidate and the beam axis were calculated. The distributions were approximated by a double
Gaussian fit. For fully matched three-prong 7;,; candidates there is no significant difference between the
distributions obtained with different fitters. The distributions of residuals of the secondary vertex position
obtained with the adaptive fitter, parallel and perpendicular to the direction of flight of the 7,4 candidate
are presented in Fig. 5. Shown in Table 2 are the resolution®, the mean values of the fit and 68.3 % and
95.0 % coverages® for the fully matched, partially matched and combined samples. As expected, the
transverse resolution (¢ ~ 10 um) is far more accurate than the parallel one (¢ ~ 600 um). The non-
Gaussian tails are significant in both cases, but far more important in the case of the parallel component.
A precise reconstruction of the transverse flight path is therefore possible, which is important for further

“In the case of a double Gaussian fit, the width of the central Gaussian will be quoted as the resolution hereafter.
>The coverage is the half-width of a symmetric interval covering a given percentage of the distribution.
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Figure 5: Residuals of the secondary vertex position parallel and perpendicular to the direction of flight
of the 7,4 candidate using the adaptive vertex fitter. Fully (solid) and partially (open) matched three-
prong T4 candidates reconstructed with the track-based algorithm from Z — 77 and W — 7V processes
are used.

Table 2: Resolution and mean of the distribution of residuals of the secondary vertex position in the
directions parallel and transverse to that of the reconstructed momentum vector of the 7y,; candidate as
obtained from the adaptive vertex fitter. Candidates with up to three associated tracks reconstructed by
the track-based algorithm were used. The resolution quoted is the ¢ of the core Gaussian of a double
Gaussian fit in the range [-4mm,4 mm] in the parallel direction and [—50 um,50 um] in the transverse
direction. The 68.3% and 95% coverages are also quoted.

Resolution Mean | 683% | 95%
Parallel
Fully matched 3-prong | 0.593£0.008mm || 0.006+0.006mm | 1.27mm || 5.33mm
Partially matched 0.7034+0.030mm || —0.0354+0.020mm || 3.83mm || > 15mm
Combined 0.613£0.008mm | 0.004 £0.006mm | 1.89mm || 11.37mm
Transverse

Fully matched 3-prong 10.1+£0.2um 0.2£0.1um 144um | 36.9um
Partially matched 11.3+0.5um —0.1£02um 209um || 72.2um
Combined 10.5£0.2um 0.1+£0.1um 16.4um || 48.1um

rejection of the QCD background. It may also be possible to obtain a competitive measurement of the 7
lifetime, which requires a measurement of the flight path and momentum of the 7 lepton.

Shown in Fig. 6 is the resolution on the transverse flight path as a function of the transverse mo-
mentum and the pseudorapidity of the 7,,, candidates. The resolution was obtained from a Gaussian fit
to a central interval covering 80% of distributions of residuals of a transverse flight path for the adap-
tive vertex fitter for fully matched three-prong candidates. In addition the 68.3% and 95% coverages of
distributions of residuals are presented.

Distributions of the significance of the transverse flight path, for different classes of three-prong can-
didates are shown in Fig. 7. This distribution might be used to discriminate between true 7,4 candidates
and fake candidates from light jets. The discrimination in the case of b- and c- jets seems however to be
difficult.

An efficient rejection of tracks coming from photon conversions, decays of long-lived particles and

237



TAU LEPTONS — RECONSTRUCTION AND IDENTIFICATION OF HADRONIC T DECAYS

g 4 = | /é\ : j j ,,,,:
E : E [ ALAS E
5 3.5 4 ¢ 7 95% ]
e 95% < . ol ]
< 3 = E < 2 by -
8256 4 8 - e 1
b E 1 E 15( =
2 25 32 F ]
o 15F 4 @ 4- 68.3% ...
s 68.3% EI < P L e
> 1= T i St S ]
2 Eorg e D 1 205t ° offit) E
© 05— ofit) = I F 3
= 0:””\”‘\””\””\” | | | d F oC I | L | b
10 20 30 40 50 60 70 80 90 0 0.5 1 1.5 2 25
p, (GeV) |

Figure 6: Resolution on the transverse flight path reconstructed with the adaptive vertex fitter for fully
matched three-prong 7;,; candidates as a function of the transverse momentum (left) and the pseudora-
pidity (right). Standard deviations of Gaussians fitted to central intervals covering 80% of the residual
distributions are shown (black points). In addition the 68.3 % and 95 % coverages of the distributions of
residuals of the secondary vertex position are shown (dashed and dot-dashed lines).
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Figure 7: Significance of the transverse flight path for fully matched and partially matched three-prong
and for fake candidates with and without hadrons containing b or ¢ quarks (the contribution from semilep-
tonic decays of b/c jets into 7 leptons was not subtracted).
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Table 3: Single prong candidates: fractions with zero, one and two or more reconstructed ¥ subclusters.

decay mode no 7V subclusters | 1 7° subcluster | > 2 7% subclusters
all T — hadv 32% 35% 33%
T— TV 65% 20% 15%
T—pV 15% 50% 35%
T —a)(—27°7m)v 9% 34% 57%

hadronic interactions in the material reduce the number of one-prong candidates wrongly reconstructed as
two- or three-prong candidates and improve the separation between correctly reconstructed three-prong
candidates and candidates from light jets. It is a subject of further studies currently in progress.

3.2 Reconstruction of 7° subclusters

The high granularity of the electromagnetic calorimeter in ATLAS allows for the identification of isolated
subclusters from 7°s inside the core region of the reconstructed 7 lepton hadronic decays.

Studies have been performed based on the topological clustering algorithm [15] with only the mid-
dle layer of the calorimeter used for finding primary maxima, and the strip layer used for finding the
secondary maxima. The clustering was performed based on cells in a region AR < 0.4 around the direc-
tion of the leading track satisfying pr > 9 GeV and only subclusters with center within AR < 0.2 were
taken. A subtraction procedure was applied first to reduce the impact from energy deposits of nearby
7*’s and of energy double-counting when adding the latter (track + 7° clusters) to reconstruct the visible
Thaq €nergy. Namely, before clustering procedure, cells being closest to the impact point of the track
(AR < 0.0375) were removed. The subtraction was stopped when the subtracted energy exceeded 70%
of the track momentum. In the case of coincidence of large energy deposits in the hadronic calorime-
ter (above 40% of the track momentum) and in the presampler+strip layer close to the track, indicating
superposition of 7° and 7 showers, cells were subtracted only from the middle layer up to the point
where the transverse energy of the remaining cells exceeded 2.5 - ET collected in the presampler+strip
layer (always counted in AR < 0.0375 from the track impact point).

Reconstructed subclusters were required to have E7 > 1 GeV and be separated by AR > 0.0375 from
the impact point of the track in the middle layer. In addition, subclusters were accepted if their recon-
structed energy in the strip+presampler layers exceeded 10% of their total energy. These requirements
efficiently removed about 50% of satellite clusters from charged 7s in the case of T — mv decays. Ta-
ble 3 summarizes the results in terms of the fraction of one-prong candidates reconstructed with a given
multiplicity of 7° subclusters.

Reconstructing the track and 7° subclusters for single-prong decays allows for the definition of the
energy and visible mass of the hadronic 7 decays from the vector sum of both components. The procedure
was evaluated for one-prong decays from W — TV events, i.e. for T leptons with visible transverse
momenta below 50 GeV. Figure 8 shows the response and resolution obtained by this algorithm for
reconstructing the visible energy in decays of type T — pv from W — TV events in case at least one 7°
subcluster is reconstructed. A Gaussian fit to the core region of the distribution yields a resolution of
4.6% with an effective shift of —2.4%, dominated by the calibration of the electromagnetic calorimeter
not being optimal for the 7° subcluster reconstruction.

As a final benchmark for the quality of the 7° cluster reconstruction discussed above, the invariant
mass of T — pv — 1’y decays is reconstructed from the track + 7° subcluster system which is more
difficult than the reconstruction of the transverse energy only since the resolution is dominated by the
precision of the reconstruction of the angle between the charged and the neutral pion. Figure 8 (right)
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Figure 8: The energy response obtained for the visible energy from 7 — pVv events using candidates
with one 7° subcluster (left). The invariant mass of the visible decay products for hadronic single-prong
T— pV, T — a)(— 27°7)v, and T — v decays using candidates from W — TV events with at least one
7% subcluster reconstructed (right).
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Figure 9: The efficiency of the electron veto algorithm for W — 7v (rectangles) and W — eV (triangles)
events as a function of |n| and py of the leading track.

shows the reconstructed visible mass for T — pv, T — a;(— 22°7)v, and T — v decays. The relative
contributions are proportional to the branching fractions convoluted with the experimental efficiencies
of the algorithm applied to inclusive hadronic decays of the 7 lepton. If more than one 7° subcluster is
reconstructed the energy weighted barycenter of the cluster system is taken.

3.2.1 Combined veto on electron tracks

An efficient rejection of tracks originating from isolated electrons is important for rejecting backgrounds
for example from W — ev and Z — ee events. One possibility would be to reject tracks that have been
identified as good electron candidates by the standard electron reconstruction algorithm. With the so
called tight selection this algorithm is found to reject ~ 85% of all electrons from W — ev events with a
loss of efficiency for true hadronic 7 decays with p%°k > 9 GeV of less than 1%.

To achieve a more stringent selection, a dedicated algorithm to veto electrons has been developed
aiming at a higher rejection rate while, at the same time, retaining a high fraction of hadronic 7 decays.
It is based on the following variables:

e The energy deposited in the hadronic part of the calorimeter (EHCAL),

e The energy not associated with a charged track in the strip compartment of the electromagnetic
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Table 4: Efficiency for hadronically decaying 7 leptons and true electrons from W — 7v for passing
the electron veto algorithm. The numbers given are normalized to true electrons with pr > 9 GeV and
In| < 2.5 (vs. true e) and to reconstructed one-prong or three-prong candidates with the leading track
being matched to a & from W — TV events (vs. reconstructed 7,,,). The probability that an electron from
W — ev events with pr > 9 GeV and |n| < 2.5 is reconstructed as one-prong (three-prong) candidate is
~ 70% (~ 0.7%). In addition the performance of the standard algorithm for electron reconstruction [16]
is shown. The statistical uncertainty on the numbers presented here is at the level of 0.1 —0.5%.

Reconstructed as | Reconstructed as | Overall
Candidates single-prong three-prong
Electron-veto algorithm
7 from W — 1tV (vs reconstructed Tj,q) 94.1% 96.2% 94.9%
Electron from W — eV (vs true e) 1.5% <0.1% 1.6%
Standard algorithm (tight selection)
T from W — 1TV (vs reconstructed Tj.q) 99.9% 99.9% 99.9%
Electron from W — ev (vs true e) 15.6% 0.4% 16.4%
Standard algorithm (medium selection)
7 from W — 1tV (vs reconstructed Tj.q) 90.6% 95.1% 92.1%
Electron from W — ev (vs true e) 4.2% 0.2% 4.6%

part of the calorimeter (Epe?).
e The ratio in the transverse plane of the associated energy in the electromagnetic calorimeter and
the track momentum (E7 / pr).

e The ratio of the number of high threshold to low threshold hits (including outliers) in the TRT
(Nur/NrLr).

The first two variables are used to divide tracks into categories in which discrimination is provided by
fixed cuts on the remaining two variables.

The algorithm yields a rejection factor of 60 against electrons from W — eV events at the expense of
losing 5% of the signal from W — tv events. The efficiency of the algorithm 6 as a function of || and
pr is shown in Fig. 9 and its performance is summarized in Table 4. For completeness results from the
standard electron reconstruction algorithm are also shown. The dedicated electron-veto described here
gives much better efficiency for rejecting isolated electrons from W decay than the standard electron
reconstruction algorithm for comparable loss in accepting true hadronic T decays.

4 Offline algorithms for 7 reconstruction

Two complementary algorithms for the reconstruction of hadronic 7 decays have been implemented
in the ATLAS offline reconstruction software. Each algorithm is discussed separately below and their
performance is compared.

®For hadronic decays of 7 leptons the efficiency is defined w.r.t. the reconstructed Ty, candidates and for electrons w.r.t. to
all electrons inside || < 2.5 with p7 > 9 GeV.
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Figure 10: The ratio of the reconstructed (E7) and the true (E}_Vi“') transverse energy of the hadronic

T decay products is shown as a function of the visible true transverse energy E;’Vis (left), calculated in

In| < 2.5 and |n| (right) for taus from Z — 77 (triangles) and A — 17 with my = 800 GeV (squares)

decays. The ordinate value is the mean and the error bars correspond to the sigma of the Gaussian fit
T,Vis

performed in the range 0.8 < Ey/E;’ ™" < 1.2. The results are obtained after applying the loose likelihood
selection, see below.

4.1 The calorimeter-based algorithm

In this approach [17], hadronically decaying T candidates are reconstructed using calorimeter clusters as
seeds. They are obtained from a sliding window clustering algorithm applied to so called calorimeter
towers which are formed from cells of all calorimeter layers on a grid of size An x A¢ = 0.1 x 27/64.
The energy and position are calculated from the clusters, while all cells with the full granularity of the
corresponding calorimeters are used to calculate the quantities involved in 7 identification as described
in the following. Only clusters with a transverse energy Ep > 15 GeV are used. The probability for a
true T to be reconstructed as a cluster increases from 20% to 68% over the visible T transverse energy
range from 15 to 20 GeV and saturates at 98% for Er > 30 GeV.

All cells within AR < 0.4 around the barycenter of the cluster are then calibrated with an H1-style
calibration [18]. The cell weights are a function of the cell energy density, 1 and the calorimeter region.
These weights have been optimized for jets [18] and only approximately for hadronic 7 decays. The
mean and sigma of a Gaussian fit to the ratio of the reconstructed and the generated energy of the visible
T decay products, Ei’m, in the range from 0.8 to 1.2 is shown in Fig. 10 as a function of Ei"’is and
n. The resolution is of the order of 10% and an offset in the range from +5 to -7% is observed in the T
energy range from 20 to 50 GeV, while at larger energies the offset is of the order of -3 to -5%.

Several quantities that exploit the 7 lepton properties have been combined in a likelihood function
to discriminate hadronic 7 decays from fake candidates originating from QCD jets. These quantities are
described in the following:

e The electromagnetic radius R,,:

To exploit the smaller transverse shower profile in 7T decays, the electromagnetic radius R, is
used, defined as

R . Z?:l ET,i\/(ni - ncluster)2 + (¢1 - ¢’cluster)2
- Y1 Eri
where i runs over all cell in the electromagnetic calorimeter in a cluster with AR < 0.4. The

quantities 1;, ¢;, and Er ; denote their position and transverse energy in cell i. Cells may have
different sizes depending on the layer and their 1) value. The size varies from An x A¢ = 0.003 x

) ey
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0.1 in the n-strip region of the barrel to 0.025 x 0.025 for the second calorimeter layer. This leads
to a dependence of the performance on 1. This variable shows good discrimination power at low
E7 but becomes less effective at higher Er.

e Isolation in the calorimeter:

Clusters built from hadronic 7 decays are well collimated and therefore rather tight isolation crite-
ria can be used. Here aring of 0.1 < AR < 0.2 was chosen as the isolation region and the quantity

AEI2 _ Y ET,

= 2
T ZjET,j, ( )

is calculated, where the indices i and j run over all electromagnetic calorimeter cells in a cone
around the cluster axis with 0.1 < AR < 0.2 and AR < 0.4, respectively, and E7 ; and Er, ; denote
the transverse cell energies.

Like Rem, the AE}2 distribution shows an E7 dependence and becomes narrower with increasing
Er. This variable also depends on the event type and is expected to be less effective for events
with higher hadronic activity, like e.g. #f events.

e Charge of the 7 candidate:
The charge of a T candidate is defined as the sum over the charge(s) of the associated track(s). The
misidentification of the charge on the level of a few percent shows almost no E7 dependence.

e Number of associated tracks:

The number of tracks, N, associated with a given cluster within AR < 0.3. The tracks are required
to have pr > 2 GeV and no specific requirements on the quality of the track reconstruction is made.
A significant fraction of events with zero, two, and even four tracks is observed for true hadronic
T decays.

e Number of hits in the 7} strip layer:

The number of hits in 7 direction in the finely segmented strip detector, Ny;;,, in the first layer of
the electromagnetic barrel calorimeter is also used in the likelihood discrimination. Cells in the
n strip layer within AR < 0.4 around the cluster axis are counted as hits if the energy deposited
exceeds 200 MeV. In contrast to jets, a significant fraction of 7 leptons deposit nearly no energy in
the n strip layer (7 — mv decays) and the number of corresponding hits is small.

e Transverse energy width in the 7 strip layer

The transverse energy width An is defined as

strip
;Z:l ETi (nl - nCIuster) 2
n strip )
i=1 E Ti

An = 3

where the sum runs over all strip cells in a cone with AR < 0.4 around the cluster axis and E;tlr by

is the corresponding strip transverse energy. Like Rep, it is a powerful discriminator at low Er but
loses discrimination power with increasing E7 for higher collimated high E7 jets.
o Lifetime signed pseudo impact parameter significance:

At present only a 2-dimensional impact parameter, also called the pseudo impact parameter, is
used. It is defined as the distance from the beam axis to the point of closest approach of the track
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Figure 11: The distributions of a few discriminating variables (electromagnetic radius, energy isolation,
transverse energy width in the 7 strip layer and E7 over pr; of the leading track) used in the calorimeter-
based tau identification for true tau decays and jets with visible transverse cluster energies Er in the
range from 40 to 60 GeV and track multiplicities between 1 and 3.

in the plane perpendicular to the beam axis. From this information and from the jet axis, a quantity
denoted as lifetime signed pseudo impact parameter significance, defined as sig, = do / Gjo where
o is the impact parameter resolution, is calculated.

e E7 over pr of the leading track: E7/pr; :

For 7 decays a large fraction of the energy is expected to be carried by the leading track and the
ratio of the cluster energy Er to the momentum of the leading track pr; is expected to be large,
close to 1. This provides another discrimination against QCD jets, which are expected to have a
more uniform distribution of pr among the tracks. They are also expected to have more additional
neutral particles. Values above one are also expected from 7 decay modes involving additional 7°s
and for three-prong decays. The E7 dependence is rather modest for T decays but more pronounced
for QCD jets, which tend to become more signal like with higher Er.

In Fig. 11 the distributions of a few discriminating variables are shown for signal and backgrounds
for transverse cluster energies E7 in the range between 40 and 60 GeV and for candidates with 1 or 3
tracks.

For the calorimeter-based algorithm the 7 identification is based on a one-dimensional likelihood
ratio constructed from three discrete variables (N, Nyip and the charge of the 7 lepton) and five continu-
ous variables (Re, AE}Z, An, sigdo, and E7 /pr,1). For the discrete variables the ratios are directly taken
from the reference histograms. For the continuous variables fits of appropriate functions to each variable
for all E7 bins have been performed. The distribution of the likelihood for taus and jets are shown in
Fig. 12. Despite any limitation from using only one-dimensional distributions it shows a good separation
power.
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Figure 12: Left: The log likelihood (LLH) distribution for 7 leptons (solid) and jets from QCD production
(dashed). The likelihood is applied after a preselection on the number of associated tracks, i.e. requiring
1 < N, <3. (Candidates with LLH < —10 had variables outside the boundaries of histograms used when
obtaining the PDFs for the likelihood calculation). Right: Efficiency for 7 leptons and rejection against
jets for different E7 ranges, achieved with the likelihood selection.

It should be noted that the 7 identification efficiency chosen to keep enough signal events and to
achieve the necessary rejection against background depends on the physics channel. Despite the use of
Er bins the likelihood discrimination shows a residual Er dependence. Therefore, a fixed cut on the
likelihood value neither will result in a generally flat efficiency, nor will it be optimal.

4.2 The track-based algorithm

In this approach [19], the visible part of the hadronically decaying 7 lepton is seen as a very well colli-
mated object consisting of charged and neutral pions, with the charged component being the leading one,
i.e. reproducing well the direction of the visible decay products and having significant transverse mo-
mentum. This assumption is followed by the requirement of a low multiplicity of tracks reconstructed in
the region considered the core of the 7,4 candidate, and the requirement of only minimal energy deposit
in the isolation region around the core. The energy-scale of the object and the calorimetric variables
used in the identification are built following this picture. For most of the analyses only one-track and
three-track candidates should be used. Including candidates with two tracks helps to recover a large
fraction of lost three-prong candidates, however it also significantly increases the background from QCD
events, in particular for T leptons with visible transverse momentum below 30 GeV. Candidates with
track multiplicities larger than three should be used for monitoring the level of fake candidates only.

The reconstruction step consists of identifying and qualifying a leading hadronic track’ which be-
comes a seed for building the 7 candidate. Then up to six additional tracks are allowed in the core
region. The (1, ¢) position of the candidate is taken from the direction of the track at the vertex or the
track-pr weighted bary-center in the case of multi-track candidates and the energy of the candidate is
calculated from the energy flow method. In addition charge 41 or O is required in the case of multi-
prong candidates. The identification step consists of calculating calorimetric and tracking quantities
and then providing a decision either based on selection with cuts or a discriminating variable based on
multi-variate techniques.

TThe threshold pr > 9 GeV on the leading track was used for results presented here, while it was lowered to 6 GeV in the
more recent software releases.
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4.2.1 The energy - flow approach

The energy scale of the hadronic 7, candidate is defined using an energy flow algorithm. The energy
deposit in cells is divided into categories.

e The pure electromagnetic energy, ESm:

The energy is seeded by an isolated electromagnetic cluster which is isolated from the good quality
tracks and which has no substantial hadronic leakage. The energy is collected in a narrow window
around the seed. Only presampler, strip and middle layers are used.

e The charged electromagnetic energy, E;hrgEM, E;hrgHAD:

The energy is seeded by the impact point of the track(s) in each layer and the energy is collected
in a narrow window around it.

e The neutral electromagnetic energy, ERUEM:

The energy is seeded by the (1, ¢) of the track at the vertex and in each layer the closest cell is
searched for. The energy is collected from not yet used cells in a cone of AR = 0.2 with respect to
the cell closest to the impact point. Only presampler, strip and middle layers are used.

In the energy-flow approach the charged energy deposits E;hrgEM + E;hrgHAD are replaced by the

track(s) momenta (no hadronic neutrals) in order to define the energy scale of the 7,,,. The contribution
from 7%’s is included in ES™! and EPUEM; the effects of #° and 7% depositing energy in the same
calorimeter cells or charged energy leakage outside a narrow cone around the track are corrected by
adding two terms: ZresE;hrgEM and resEF"EM. The complete definition for the energy scale E%ﬂow reads
as follows:

E%ﬂow — E;:_mcl "FE?PUEM + Zp%ack + ZreSE;hrgEMtrk 4 I'eSE?veUEM. (4)

The fractional energy response, calculated as (Eyec — Etyurn) / Etrush» for one and three prong candidates is
shown in Fig. 13.

The evident advantage from using the above approach for defining the energy scale comes from the
fact that while performing well for true hadronic decays of 7 leptons, it significantly underestimates the
nominal energy of fake 7,48 from jets. This effect is rather obvious since a cone of AR = 0.2 is too
narrow to efficiently collect the energy of a QCD jet (particularly with low transverse momentum) and
also since a large fraction of the neutral hadronic component is largely omitted in the definition itself (as
the energy deposit in the hadronic calorimeter does not contribute to the energy calculations). This leads
to a faster falling background spectrum as a function of E7 compared to that using calibrated calorimetric
clusters as implemented in the calorimeter-based algorithm (Section 4.1). This method leads however to
more non-Gaussian tails in the fractional energy response than the more conventional energy estimates
from calorimetry only.

4.2.2 Identification with calorimetric and tracking variables

Several calorimetric and tracking variables are used to discriminate a narrow, low track multiplicity
Thaa cluster from a hadronic cluster originating from quarks or gluons. If not stated otherwise, the
calorimetric and tracking identification quantities are calculated from cells/tracks within a core cone
of AR = 0.2 around the seed. The isolation criteria used here are checked in an isolation cone AR =
0.2 —0.4. Please note, that although some definitions are very similar for the calorimeter-based and
track-based algorithms, in case of the latter the narrower core cone is often used for the calculation of
calorimetric quantities and a more explicit distinction between core and isolation cone is made.

Not all discriminating quantities discussed in Section 3 have been already implemented in the iden-
tification procedure. In particular transverse impact parameter, transverse flight path and categorizing
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dates reconstructed with the track-based algorithm. Events from a W — Tv sample are shown.

single-prong candidates using ¥ subclusters have been added only in the current releases of the recon-
struction software. Therefore they are not used for the results presented below.

e Tracking quantities

— The variance W[ . (for multi-prong candidates only), defined as

tracks

. _ Z(An T,track)Z .thrack B (ZAnr,track ‘thrack)Q (5)
tracks — Z thrack (Z thrack)Z ’

— The invariant mass of the tracks system (for multi-track candidates), 1,43,

— The number of tracks in the isolation cone.

e Calorimetric quantities

— The electromagnetic radius of the 7,4 candidate, RY,, as defined in Eq. (1) for the calorimeter-

based algorithm, but calculated from cells around the seed belonging to the first three sam-
plings of the electromagnetic calorimeter only (presampler, strips and middle layer).

— The number of 1 strips, N7 ., with energy deposits above a certain threshold.

strips?

— The width of the energy deposit in the strips, as defined in Eq. (3) for the calorimeter based

algorithm but calculated in the core cone only.

— The fraction of the transverse energy, fracE7R!2, deposited in a cone of radius 0.1 < AR < 0.2

with respect to the total energy in a cone of AR = 0.2. Cells belonging to all layers of the
calorimeter are used:

RI2 ZE%GH(R@%H < 0'2) _ ZE%"H(RT»CGH < 0‘1)

fracET ZE%CH (Rr,cell < 0.2) 6)

— The transverse energy, E7°*, at the EM scale deposited inside the core cone.

— The transverse energy, E?"l and E%OlHAD, at the EM scale, deposited inside the isolation

cone.

e Tracking and calorimetric quantities

— The ratio of transverse energy deposited in the hadronic calorimeter in the core region (at the

EM scale), E;hrgHAD, with respect to the sum of the transverse momenta of the tracks.
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Figure 14: The distributions for signal and backgrounds for the visible mass m/® and ratio of the

transverse energy in the isolation and core region E’TS"Z JES°™ for single-prong candldates, and variance
W . and invariant mass of the track system m'™3” for three-prong candidates. Distributions are shown
for the candidates in the transverse energy range E7 = 20 —40 GeV.

— The visible mass mvf; " calculated from cells used for the energy-flow calculation and tracks.

In case of multi-prong candidates, where this mass is smaller than that calculated 